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SECTION 1
INTRODUCTION AND SUMMARY

The effort represented here supports the Department of
Transportation's program to provide a satellite-based air
traffic control system. In particular, the objective of this
study is to develop analysis techniques and measurement pro-
cedures to quantitatively describe the impact of the satellite
aeronautical channel on modem (modulator-demodulator)
specifications.

Satellite-based air traffic control systems are subject
to certain serious performance limitations because of the
multipath interference due to scattering and reflection off
the surface of the earth. Proper design of the ATC system
must take account of this multipath. Theoretical analyses
characterizing the multipath have been available for some time
[1.1], [1.2] (and more recently [1.3]). Recently multipath
measurement experiments have been run by Boeing [l1.4] for the
FAA utilizing a KC-135 jet aircraft and the spinning ATS-5
satellite. The results of the Boeing measurements have been
utilized in preparing overall AEROSAT system performance spec-
ifications. Additional measurements are recommended in this
report to further support the design and development of L-band
avionics. This first generation of L-band avionics are intended
for experimentation and evaluation with the AEROSAT system and
with possible CONUS satellite ATC test beds.

Section 1.1 presents a general approach to the develop-
ment of modems with the aid of channel measurements, modeling,
and simulation. In Section 1.2 a comparison is given between
the classes of measurements obtained in the Boeing tests and
those needed for system and signal design. Following this,
Section 1.3 will present estimated RMS ranging errors and
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ambiguity probabilities for tone ranging systems utilizing the
“steepest descent' channel model which has been partially vali-
dated by the Boeing experiments. The calculations also involve
computations of the multipath spread characteristics of the indirect
paths and assumptions about antenna discrimination against multi-
path for candidate antennas. The analyses supporting these

results are presented in Section 2. A similar performance

analysis for a PN ranging modem is presented in Section 1.4

utilizing the analysis of Section 3.

In Section 1.5 the effect of multipath on the performance
of FSK and DPSK modems is presented for the same set of chan-
nel and system parameters as the ranging modems. The benefit
to be obtained by advanced signal design techniques is also

discussed. Section 4 presents the analytical backup to Section
1.5.

Section 1.6 discusses a channel probing technique that
will allow the collection of channel characteristics both for
statistical analysis and for channel playback simulation at
some future time. The analytical background to Section 1.6 is
presented in Section 5. Section 6 presents some additional
results on the '"steepest-descent' model for the multipath and

Doppler spread characteristics of the airplane-satellite channel.

Section 1.7 presents some salient conclusions and dis-
cusses the consequences of proceeding with candidate hardware
development and demonstration tests without further channel

measurements.
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1.1 Relationship Between Modem Development and Channel
Characterization

The most effective approach to the development of optimum
modulation and demodulation techniques for a specific class of
channels involves a sequence of steps as diagrammed in Fig. 1.1.
These steps involve the measurement and modeling of channel
characteristics to provide the basis for optimum modem design
concepts and the utilization of channel simulators for the
development, acceptance testing, and comparative evaluation

of implemented modems prior to field testing.

As indicated in Fig. 1.1, the design of the channel mea-
surement experiment involves an initial analytic modeling effort
to determine the relationship between significant parameters
in the propagation and system function models of the channel.
From this modeling effort one may estimate multipath spreads,
Doppler spreads, frequency correlation functions, delay power
spectra, etc. as a function of propagation channel parameters
such as sea state and wavelength and as a function of system
parameters such as range, velocity vectors of terminals, antenna
patterns, etc. The proper design of the channel probing sig-
nal, measurement equipment, and data reduction requires at
least that a gross estimate of maximum multipath spread and
Doppler spread be available and that the bandwidth be specified

over which the channel is to be characterized.

The channel measurement experiment should involve both
propagation and system function type measurements in order to
validate the initially estimated relationship between the two

channel models. It is important to develop such validated
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relationships because the time and expense associated with

channel measurements prevent the collection of measurements

under all physical cases of interest. Thus for example in airplane-
satellite channel measurements it is desirable that sea state be mea-
sured. If, on the basis of measurements, validated relation-

ships have been developed between, say, sea state and multi-

path spread, then it will be possible to estimate the effects

of other sea states even though such states did not occur in

the experiments.

System function channel measurements connected with the
multiplicative (distorting) and additive disturbances may be
taken separately because of their independence. The signal
distortion properties of the channel are characterized by mea-
surements at four levels of increasing complexity:

1. Measurement of gross parameters of system

function (e.g., coherence bandwidth,
Doppler spread, etc.)

2. Measurement of correlation functions of
system functions (e.g., frequency correla-
tion function, delay power spectrum, etc.)

3. Measurement of probability distributions of
system functions (e.g., probability distri-
butions of amplitude and phase on a received
carrier)

4, Measurement of system functions (e.g., time-

variant transfer function and impulse
response).

Measurements 1 - 3 in conjunction with terminal constraints,
such as bandwidth and power, are useful for bounding the dis-
tortions caused by the channel and allow a considerable nar-
rowing of the possible modulation and demodulation techniques

to be considered.
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In the development of modems both software and hardware
simulators are useful. Software simulations are useful dur-
ing the early stages of modem development where modem concepts
are checked out for inclusion in design specifications and
where acceptance specifications are developed. They are also
useful during the design of the modem by allowing a prediction
of performance degradation that would be caused by a proposed
design change. The hardware simulator comes into play when
modems have been built, both for final checkout and adjustment
of the modem prior to acceptance testing, and for the accept-

ance testing itself.

Two basic types of channel simulators may be identified,
each having separate functions in modem development. These
two types of simulators are called the synthetic channel sim-
ulator and the playback channel simulator. The synthetic chan-
nel simulator creates a reproducible channel which has average

statistical properties approximating the measurements 1 - 3.

Due to the validated relationships between the system function
and propagation channel parameters it is then possible to
create synthetic channel conditions which would have been ob-
served if sufficient time could have been expended in the chan-
nel measurements. For example, in the case of sea states one
might deduce that certain sea states not actually observed in
the propagation measurements are still reasonably likely and
would produce certain multipath structure. The synthetic chan-

nel can be set to model this situation.

The playback channel is used to recreate the same instan-

taneous system functions that were measured in 4 above, with
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appropriate measured additive noise, if ordinary thermal noise
is not sufficient. Whereas only the approximate statistical
behavior is reproduced by the synthetic simulation, the exact
instantaneous system function (and representative noise) that
existed during the measurements is ''played back' by the play-
back simulation. While the synthetic simulator is of great
help in checking out bit-synec tracking and acquisition, and
further narrowing the modems of interest through comparative
modem performance evaluation under identical conditions, these
conditions only approximate the statistical behavior of the
actual channel. 1In order to achieve low error rates in digi-
tal communication it is necessary to consider the rare events
on the "tails" of probability distributions which cannot be
reproduced by the synthetic channel. However, all such rare
events which have occurred in the system functions during
channel measurements will be accurately reproduced by the play-
back simulator. Note, moreover, that the playback channel
allows a comparative evaluation of modem performance over the
same time-bandwidth portion of an actual channel, a feat which

is impossible in direct field testing of modems!

1.2 Channel Measurements Available and Needed

Figure 1.2 shows that the input-output characteristics of
the aircraft-satellite link are dependent upon geometrical fac-
tors (e.g., aircraft position, velocity, and attitude) terminal
equipment characteristics (e.g., antenna patterns) and propaga-
tion parameters (e.g., reflection coefficient, surface rough-
ness). A useful mathematical model of the aircraft-satellite

channel must include relationships between the input-output or



Aircraft position,

Jetuingl :and velocity, attitude

Paramters | Satellite position
s Antenna patterns
Channel
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Reflection coefficients

Figure 1.2 Channel Characterization Model



system function characteristics of the link and the geometrical,
terminal, and propagation parameters. A basic objective of
channel characterization experiments is the validation of such
models, because they provide basic tools for modem design in

the ATC system.

Figure 1.3 lists various important system function char-
acteristics and notes whether the Boeing experiments investi-
gated them. As discussed in Section 1.1 these input-output

characteristics are classed into four groups:

] gross parameters

® second-order parameters
[ statistics

o system functions.

In the case of gross channel parameters we have listed
five items:
o direct path/multipath received power for an
effective omni-antenna

o direct path/multipath received power for
candidate operational antennas

Doppler spread of diffuse multipath
multipath spread of diffuse multipath

o specular/diffuse multipath ratio.

Knowledge of the ratio of received signal power on the
direct path relative to the power received on the indirect
paths is clearly of major importance in system design. This
ratio depends upon the polarizations of transmitting and re-
ceiving antennas, the ratio of antenna gains in the direct

path and specular directions, and the reflection coefficients
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BOEING-FAA

Experiments
rbirect path power/multipath power Yes
for effective omni-antenna

G Direct path power/multipath power No
ross g . oy
<for candidate operational antennas
Parameters
Doppler spread Yes
Multipath spread No
(Specular/diffuse multipath ratio Yes
Doppler power spectrum Yes
gsgzgd Delay power spectrum and/or No
frequency correlation function
Parameters
Delay-Doppler scatter function No
First order Yes
Statistics
Second order No
Time variant transfer function No
System
Functions Time variant impulse response No

Figure 1.3 Tmportant System Function Characteristics
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at the surface. The Boeing measurements involved two separate
antennas, one pointed in the direct path direction and the
other approximately* in the specular direction where the multi-
path is expected to be returned. The receiving multipath
antenna on the aircraft was capable of right or left-hand nom-
inal circular polarization and horizontal or vertical linear
polarization. Knowing the appropriate antenna and RF ampli-
fier gains the Boeing measurements of received power allow (for
small enough sea states¥*)a determination of the direct path/
multipath power that would be received on an omni-antenna of a
given polarization characteristics. Within the experimental
accuracy of the experiment it has been concluded that the re-
flection coefficients from the surface of the sea essentially
follow the theoretical behavior predicted by Beckmann and
Spizzichino [1.5] for diffuse (non-specular) scattering from

the sea.

The direct/multipath ratio of immediate importance in sig-
nal design is that for an aircraft using a realistic opera-
tional-type aircraft antenna. Unfortunately, this type of mea-
surement was not carried out in the Boeing experiments. One
may couple ground measurements of candidate antennas with the
effective omni-antenna results of the Boeing measurements to
infer direct/multipath ratios for an operational antenna. In the

following section we shall present such an inference for a

“The multipath antenna was fixed, so that maximum gain was gen-
erally not in the specular direction. A gain correction was
computed to account for this offset in the measured data.
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particular antenna considered to be rather good by Mallinckrodt
[1.2]. It will show that while considerable discrimination
against multipath can be expected at the higher elevation angles,
it cannot be expected at the lower angles. 1In fact at 10°
elevation angle it may happen for some azimuth angles that the
antenna will have a higher gain for the multipath than for the

direct path.

The gross parameters of Doppler spread and multipath spread
associated with the indirect paths are necessary in character-
izing bounds on the distortions produced by the aircraft-satellite
channel on a particular transmitted signal. Thus in side-tone
ranging systems one may estimate a reduction in effective multi-
path interference by the ratio of the pilot tone filter band-
width to the Doppler spread when the Doppler spread is much
larger than the filter bandwidth. 1In data transmission by dif-
ferentially coherent PSK, decorrelation between adjacent bits
caused by rapid fading introduces an irreducible error rate.
This may be roughly estimated from the Doppler spread. The
multipath spread is also important in estimating performance
and designing ranging and data modems. For smooth seas the
indirect paths will be clustered together in path delay with
the minimum path delay relative to the direct path equal to that
of the point of mirror reflection at the surface. The frequency

selective fading characteristics of the channel will then

be wholly determined by the direct/multipath ratio and the

direct/specular path delay. However at the lower elevation

angles, say 100, and rough seas such as are found in the North

Atlantic in winter, the multipath spread of the indirect paths

can be estimated to be larger than the direct-specular point
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path delay and have a significant influence on signal distor-

tion and effective signal design.

Boeing has measured Doppler spreads at various elevation
angles in conjunction with measurements of RMS sea slopes and
reports that the results check rather well with theoretical
predictions of Staras [1.1] and Mallinckrodt [1.3] based upon
a "steepest-descent' approximation to Beckmann and Spizzichino's
[1.5] surface scattering cross/section expression. No multi-
path spread measurements were undertaken by Boeing. Such
measurements should be taken to check the steepest descent

model predictions.

We consider now selected second order average character-

istics of system functions:

0 Doppler power spectrum

[ ] delay power spectrum and/or frequency correla-
tion function

0 delay-Doppler scatter function.

These functions are needed for an accurate determination
of the time and frequency selective distortion characteristics
of the channels and the amount of diversity obtainable from
signal design. The Doppler power spectrum is just the spectrum
of a received carrier. Such spectra were measured by Boeing
and were found to follow the Gaussian shape predicted by the
steepest descent model [1.2]. The delay power spectrum des-

cribes the intensity of diffuse scattered power as a function
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of path delay. The Fourier transform of the delay power spec-
trum is the complex frequency correlation function which des-
cribes the complex correlation between received carriers as a
function of their frequency separation. Neither one of these
functions was measured by Boeing. The delay power spectrum
(which is easier to measure) should be measured and compared to
the steepest descent predictions ([1.2], [1.3] and Section 6).
The delay-Doppler scatter function, which also has not been
measured, describes the distribution of diffuse scatter power

at different delays and Doppler shifts.

Knowledge of the average dispersive properties of the
aircraft-satellite channel must be complemented by knowledge
of the statistics of fluctuations of the received multipath
signal, in order to carry out performance analysis. Measure-
ments by Boeing of the envelope of the sum of the direct path
and multipath antenna outputs have shown a probability distri-
bution conforming closely to the Ricean distribution which
lends support to the complex Gaussian model for the multipath

signal.

The most inclusive measurements one may make on a linear
channel are the impulse response and transfer function. For a
time-variant channel, like the aircraft-satellite channel, these
system functions become time variant. It is feasible to mea-
sure and tape-record these transfer functions. As pointed out
in Section 1.1 the utility of such a measurement and storage
on tape is that it is possible to utilize this tape to recreate
the channel with hardware or software at some future date. This

will allow the testing in the laboratory of many different modem
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designs under the same realistic channel conditions without
continually mounting field experiments and without making

assumptions about channel statistics.

1.3 Effect of Multipath on Side-Tone Ranging Systems

In this section we shall present calculations of the RMS
ranging error caused by multipath in side-tone ranging systems.
Presently available multipath measurements, such as those of
Boeing, while helpful in lending credence to the ''steepest-
descent' model, do not allow a direct calculation of rms rang-
ing error because no measurements were carried out on

1) direct path/multipath ratios with candidate opera-

tional antennas at different elevation angles,
and

2) delay power spectra or frequency correlation

functions of the multipath channel for various
geometrical and propagation parameters.

Calculations of ranging error due to multipath require
that certain models, not yet experimentally validated, be
assumed to characterize 1) and 2) above. To determine values
for direct/multipath ratios for candidate operational antennas
we proceed in two steps. First we shall assume that the Boeing
measurements have justified the theoretical reflection coef-
ficients for diffuse scatter proposed by Beckmann and Spizzichino
[1.6], Mallinckrodt [1.2], and Staras [l1.1]. Then we can
combine the theoretical reflection coefficients with a mea-

sured antenna pattern. This combination of steps has actually
been carried out by Mallinckrodt [1.2] for a curved arm turnstile

antenna as we have indicated in Fig. 1.4. At a given elevation
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angle the multipath (direct/multipath power) ratio is estimated

from the equation

'_l

T =D+ 20 log 410 log,,v,

R(8) ~
where D is the discrimination in dB measured for the antenna
between the assumed direct path elevation angle 6 and the multi-
path angle -6, and R(f) is the smooth sea reflection coefficient
for the appropriate polarization. At low elevation angles antenna
vertical polarization appears to be the dominant mode of propaga-
tion. The antenna pattern measurements were carried out with

6 fixed and azimuth angle varied. Figure 1.4 shows the multi-
path ratio expressed as a probability distribution along the
azimuth direction for a fixed 6. Note that at 9 = 100, 50%

of the azimuth angles had multipath ratios less than 7 dB. At

20° the 507% point increases to around 18 dB.

In order to model the delay power spectra and frequency
correlation function of the multipath channel we have used the
steepest descent model results given in [1.1], [1.2] and [1.3].
We have also assumed the complex Gaussian model for the diffuse
multipath signal, which has been partially validated by the
Boeing measurements. With these models it is possible, in
principle, to evaluate the ranging error statistics for any

ranging modem.

1.3.1 Effect of Multipath on RMS Ranging Error

Section 2 derives results on one-way ranging errors for
a single-sideband tone ranging modem that are valid at all SNR,

Y, and channel dispersive conditions. It is shown in Section
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2.7 that at SNR = » and large vy the ranging errors for a
double-sideband system with tone frequency F will be very

nearly the same as those for a single-sideband system with

tone frequency 2F.* To obtain the rms ranging errors it is
necessary to operate at such large values of y at the tone

filter outputs that this equivalence of performance will be

valid. 1In the curves to be presented we have used this ap-
proximate equivalence at all values of y for an 8 KHz double-
sideband system. Thus at low values of y (<10 dB) it should

be understood that the rms error results are strictly correct only

for a single-sideband system using 16 KHz tone frequency spacing.

Figure 1.5 presents calculated rms and bias one-way
ranging errors as a function of multipath ratio y for a
10° elevation angle, assuming an rms sea slope of .1 and
an aircraft height of 30,000 ft. No reduction in the
strength of the multipath signal by the tone filter is

assumed in the results. To approximately take account of
such filtering, y can be increased by the ratio of Doppler
spread to tone filter bandwidth. In Fig. 1.5 an 8 KHz rang-
ing tone is assumed. The calculation for a different ranging
tone frequency involves the multipath channel's frequency

correlation function as discussed in Section 2. It should be

"It is argued, heuristically, that the range errors of the
latter system should lower-bound the range errors of the
former system.
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emphasized that the ranging errors shown in Fig. 1.5 are for
an ideal system and may be expected to be somewhat worse for

a practical system.

We may combine the results of Figs. 1.4 and 1.5 to produce
a probability distribution of rms ranging error over the azi-
muth angle for a 10° elevation angle. This probability distri-
bution is shown in Fig. 1.6 (curve A) together with another
probability distribution (curve B) for the case where a 7 dB
reduction in effective multipath energy is achieved by a tone
filter. Such a reduction could be achieved by a filter time
constant of 120 ms with a typical low elevation angle Doppler
spread of 40 Hz. Note that the ranging errors far exceed the
100 meter rms value needed to attain the ATC objective of 1

nautical mile position fix [1.6].

In order to achieve a one-way rms error of less than 100
meters for 507 of the azimuth directions another 7-8 dB re-
duction in effective direct path/multipath power must be ach-
ieved in addition to the 7 dB tone filtering improvement of
curve B. Another 10 dB beyond this is required (a total of
around 24 - 25 dB improvement over curve A!) to achieve a one-
way rms error of less than 100 meters for 95% of the azimuth

points.
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It is worth emphasizing that the ranging error predic-
tions in Fig. 1.6 had to use a theoretical complex frequency
correlation function [1.3], since the available experiments
(e.g., Boeing) did not provide the means for estimating this
correlation function directly or indirectly (i.e., via a Fourier
transform of measured delay power spectra of the indirect
paths). To illustrate the theoretical dependence of rms rang-
ing error on the multipath spread of the indirect paths we

have constructed Tables 1-1 and 1-2.

Table 1-1 presents the one-way median (50%) azimuthal
rms ranging error assuming an aircraft equipped with the turn-
stile antenna of Fig. 1.4 and traveling at an altitude of 20,000
ft. with a 10° elevation angle to the satellite. An rms multi-
path spread of the indirect paths of 4.00 ysec has been com-
puted for this set of parameters with an rms sea slope of
.11, a representative value for the North Atlantic. As in the
previous figures,a 16 KHz SSB tone ranging system or an 8 KHz
DSB system at large I' is assumed employed. Table 1-1 shows the
decrease in the median azimuthal ranging error as a function

of the amount of multipath reduction afforded by the tone filters.

Using these rms ranging errors as reference values we
turn to Table 1-2 to describe the variation in ranging error
with the multipath spread of the indirect paths. In the theo-
retical model employed, the multipath spread depends upon the
rms sea slope. We have chosen a range of multipath spreads
corresponding to rms sea slopes covering the range from .02
to .2. Such a range of rms sea slopes do occur over the North
Atlantic. Note that the rms multipath spread varies from .13

to 13.25 usec. Table 1-2 shows how the percentage of azimuthal
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angles having an rms ranging error exceeding the azimuthal
median rms ranging error at 4.00 pusec varies as the multipath
spread departs from 4.00 psec. Thus if one assumed a tone
filter multipath reduction factor of 12 dB, Table 1-1 shows
that the rms ranging error will be 232 meters. Table 1-2 shows
that when the rms multipath spread drops to .13 usec, the rms
ranging error of 232 meters will be exceeded only 16% of the
time instead of 507 of the time, as with a multipath spread

of 4.00 pusec. On the other hand when the multipath spread in-
creases to 13.25 pusec, an rms ranging error of 232 meters

will be exceeded 907% of the time. Thus as the rms multipath

of the indirect path swings over a representative set of values,
the 232 meter rms ranging error can swing from a low to a high
probability of being exceeded. Of course an entirely similar
discussion applies to other multipath reduction factors. It

is worth noting that achievable multipath reduction factors

due to tone filtering are not likely to be large enough to
achieve the 100 meter rms error because ATC polling considera-

"on-time" to a fraction of a second.

tions limit the amount of
Increasing the tone frequency will reduce the rms ranging error.
However the proposed 50 ke AEROSAT bandwidth allocation limits

the size of the tone frequency. Even considering such an in-

crease in tone frequency, it does not appear that the 100 meter

rms error can be achieved for a high percentage of azimuth angles

at 10° elevation for the turnstile antenna of Fig. 1.4. It appears
that antennas with better multipath discrimination than the turn-
stile antenna are under development (e.g., [1.12]), and when these new

antenna characteristics are available the error calculations, modem
performance, and any impact on the conclusions as to the use of tone

filters and recommended modems may be modified.

1.3.2 Ambiguity Error Considerations

In Section 1.3.1 the rms ranging error was applied to the

fine but ambiguous tone ranging estimate. To resolve these
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ambiguities additional tones are used with sufficiently close
spacing between tones that the phase between these tones can
resolve the ambiguities in the fine ranging estimates. Due to
the noise and multipath there is a finite probability that this
ambiguity will not be resolved correctly. This occurs when

the coarse ranging error exceeds one-half the inherent ambiguity
of the fine ranging tone pair. In fact, a series of range
measurements may be made with increasing coarseness (larger
ambiguity) to achieve the desired ambiguity resolution. Errors
may occur at any step of this process when the error in the
coarser range measurements exceeds one-half the ambiguity of
the finer measurement. In a properly designed system this
event should occur with very low probability. Thus we are led
in this section to consider the 'tails" of the ranging error

probability distribution.

The results presented in Section 2 of this report, and
particularly in Appendix A make it possible to calculate exact
range error probability distributions for the single-sideband
tone ranging system. These may then be integrated numerically
to find the probability that any given range error is exceeded.
As an example, we consider the same geometry and sea state con-
ditions assumed for Fig. 1.5. The same assumptions regarding
the delay power spectrum and the complex Gaussian model for
the diffuse multipath signal were made as in Section 1.3.1.
Figure 1.7 shows plots of the probability that the magnitude
of the ranging error will exceed a specified multiple of the
RMS ranging error. Each curve is for a different direct/multipath

ratio T for a 30,000 ft. altitude, 10° elevation angle, and an
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RMS sea slope of .1. The corresponding error probability curve
is also shown for a Gaussian probability distribution of rang-
ing error. Note that even for T' = 21 dB, a prediction of rang-
ing with an assumed Gaussian ranging error distribution can be
in considerable error, predicting error probabilities which
are too low by an order of magnitude at 10_5 and more than two

orders of magnitude at 10-8.

To illustrate the influence of ambiguity error on system
design we consider the following example. Suppose it was de-
sired to upgrade the 16 KHz SSB system discussed in Section 1.3.1,
adding a higher frequency tone to improve fine ranging accuracy
and retaining the 16 KHz SSB tone to provide ambiguity resolu-
tion. Using Fig. 1.7 it is possible to calculate the maximum
tone frequency which may be utilized while achieving a given
probability of ambiguity error; results are shown in Table 1-3.
In obtaining these results a 7 dB improvement in direct to
scatter ratio due to tone filtering is assumed. If, for example,
a tone frequency of 70 KHz were required to achieve the fine
ranging requirements, an ambiguity error probability of approx-
imately 10_3 would be achieved at only 507% of the azimuth
angles, while an error probability of 10_7 would be achieved

for only 10% of the azimuth angles.
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1.4 Effect of Multipath on a Pseudo-Noise Ranging Modem

The analysis carried out in Section 3 allows prediction
of PN (pseudo-noise) ranging modem performance under the same
conditions assumed in Section 1.3 for a tone ranging modem.
In Section 1.3 it was assumed initially that the tone filters
do not reduce the strength of the multipath signal. 1In this
section we make the equivalent assumption that the loop fil-
ter of the receiver code tracking loop passes the multipath
component without distortion. Thus Eq. (3.44) of Section 3
has been used to calculate the rms ranging errors shown in
Fig. 1.8. The assumed elevation angle, sea slope, and air-
craft height are the same as for Fig. 1.8. Details of the
PN receiver model may be found in Section 3; the receiver
bandpass filter is assumed to be Gaussian with a 3 dB rf band-

width equal to 1.5 times the PN pulse rate.

Having calculated the ranging error as a function of
multipath ratio, the distribution of ranging error (assuming
the turnstile antenna of Fig. 1.4) can be plotted as was done
for the tone ranging system in Fig. 1.6. However, rather
than plotting a new graph, it is simpler to observe that Fig.
1.6 may be used by multiplying the vertical scale by the fac-
tor 0.65. This is the ratio between the rms ranging errors
of the two systems at any multipath ratio for the assumed

system and channel parameters of Fig. 1.6.

To illustrate the theoretical dependence of ranging
error on multipath spread we have calculated Tables 1-4 and
1-5 which are the counterparts of Tables 1-1 and 1-2 of the
preceding section. Table 1-4 presents the median rms ranging
error of the PN system under the same conditions assumed in
Table 1-1. These conditions result in a calculated multi-

path spread of 4.00 pusec. The ranging error is presented as
1-30
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a function of the multipath rejection achieved by the loop
filter--assuming that this filtering does not affect the
multipath delay distribution. 1In this respect, all entries
but the first in Table 1-4 are approximate. Using the first
entry of Table 1~4 as a reference, Table 1-5 shows the ef-
fect of multipath spread on ranging error. It is interest-
ing to note that performance degrades for both larger and
smaller multipath spreads. In the tone ranging example con-
sidered in Section 1.3 this was not the case; for that sys-
tem performance improved monotonically with decreasing multi-
path spread. It should be pointed out that the behavior
displayed in Table 1-5 will not occur for all combinations

of chip rate, mean delay, and multipath spread.
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1.5 Effect of Multipath on Data Transmission

In this section the effect of multipath on the perfor-
mance of FSK and DPSK modems will be analyzed. This pre-
liminary analysis will show that for the postulated turnstile
antenna and a 10° elevation angle the performance specifi-
cation of less than one error in 100,000 bits can not be met
by an FSK modem and can be met by a DPSK modem only 5% of
the time. Even with dual diversity the FSK modem can achieve
a probability of error below 10—5 only 5% of the time and the
DPSK modem will meet these specifications only 25% of the
time. Fortunately, by the use of an advanced signal design
concept the performance specification of 10-5 can be met 100%

of the time for the given set of conditions outlined below.

An effective direct path signal to noise ratio in a
bandwidth equal to the data rate in bps (same as Eb/NO energy
per bit toc noise power density) of 15 dB is assumed for a
data rate of 1200 bps. This corresponds to a C/N0 = 46 dB.
A Gaussian Doppler power spectrum is assumed where the cor-
relation coefficient of the fading between successive pulses
is assumed equal to .9 (which implies a Doppler spread of
B = 172 Hz).* The performance results are plotted as a
function of the ratio of direct path/indirect path power
denoted by y as shown in Fig. 1.9. To convert this results
to a distribution showing the percent of time the error per-

formance is below a certain value, at an elevation angle of

"We define the Doppler spread as twice the "standard
deviation' of the Gaussian power spectrum.
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100, the azimuth distribution for the value of y shown on
Fig. 1.4 is used. These error probability distribution re-

sults are shown on Fig. 1.10.

It should be noted that these results are just first
order estimates, however, they do indicate how critically
the error performance depends on particular channel measure-
ment information. This is particularly true for the advanced
signal design concepts which employ an efficient form of
time diversity to obtain the effects of eighth order diver-
sity at only a loss of 3 dB in direct path SNR (dual diver-
sity loss). The variation in performance as a function of

the pulse-to-pulse fading correlation_r and the direct path

E
. . . b .

power to additive noise power ratio, N.° which are held con-

stant on Figs. 1.9 and 1.10, are also critical channel mea-

surement parameters required for evaluating the performance

of the various data modems.

The results for an FSK modem can be obtained with the
aid of Figs. 4 and 5 of Ref. [1.7] by assuming an SNR = 15
dB for single diversity and SNR = 12 dB for dual diversity.
The Doppler spread of 172 Hz is assumed to have a negligible
effect on this modulation scheme which enables us to use the
slow fading results. Actually, a slight loss in SNR results
from filtering and from the possible use of time gating to
eliminate the multipath effects. The dual diversity results
are obtained assuming independent statistics which can be
approximated by combining two pulses spread over a time inter-
val >> 1/fading bandwidth. Table 1-6 tabulates Pe as a
function ¥, the ratio of direct to indirect path power. The
receiver direct path signal to noise ratio per baud is given
by %h.

0

1-37



1072

Error Probability Pg

o
A

10°°

1076
]

= I | I | =
- FSK No Diversity 4
B DPSK No |
— Diversity =
DPSK Duadl
— Diversity ]
| *Pe< 10 for 100% of points i
by the use of advanced signal
— design concepts ~—
n l I I [
00 80 60 40 20 0]
Pe [Pe <a] in percent =% of points with an error rate
below a

Figure 1.10 Distribution of Error Probability for 10° Elevation

Angle for Turnstile Antemna of Fig. 1.3
1-38



Table 1-6

Pe AS A FUNCTION OF y FOR FSK

Pe (FSK)
No Diversity

Pe (FSK)
Dual Diversity

y T'=10 logy | E/Ny = 15dB | E /N, =12 dB
1 0 dB 1.2 x 1072 1.5 % 1073
2.5 4 dB 8 s [0 T 1073
4 6 dB 4 % 102 5 5 2T
6.3 8 dB 1.5 x 1073 2 x 107
10 10 dB & % 1074 6 x 1077
16 12 dB 1074 1.2 x 107
22.5 14 dB Ut e (1G] —
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The results for DPSK are obtained by finding an equiv-
alent SNR which includes the decorrelation effects resulting
from the assumed Gaussian Doppler power spectrum. This
equivalent specular SNR can be shown to be of the form

- E /N,
0’eq Eb

(1-r) 'ﬁa
1+

(Eb/N (1.1)

Y

where Eb/N0 is the actual direct path SNR ratio (15 dB) and

v is the ratio of specular to diffuse energy.

Since for flat fading DPSK is exactly equivalent to FSK,
except for the 3 dB gain, we see that the DPSK and FSK modems

are equivalent when

(l-r)Eb/NO
10 log [1 + ] =3 dB (1.2)
or
E
y = (1-1‘) N_z (1.3)

For Eb/N0 = 15 dB this cross over point occurs at v = 5 dB
assuming r = .9. For the dual diversity results the direct
path signal to noise per baud Eb/N0 = 12 dB and thus the

cross over point is at y = 2 dB.

The real disadvantage of DPSK as compared to FSK is
the irreducible error which results from the time variation.

This irreducible erxrror corresponding to a SNR of
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(N ) l-r (1.4)
0 irr

which implies that even for Eb/N0 — ©» the minimum error prob-
ability obtainable by DPSK for r = .9 and y = 8 dB is about

2 x 10_4 (this 18 dB SNR is equivalent to 21 dB for FSK). For
dual diversity the irreducible signal to noise ratio 1is still
18 dB and thus an error probability of 10-7 can be achieved
under the above assumptions. The importance of proper signal
design and channel measurement knowledge should be quite

evident from these results.

Using the above equation (1.1) to calculate (Eb/NO)eq
and the results of reference [1.8] we tabulate Pe as a func-
tion of y as shown on Table 1-7. To use the results of [1.8]
3 dB must be added to (Eb/NO)eq to convert the FSK results
to DPSK results.

Finally, the results for the ad;anced signal design
concepts are estimated from the calculations of Section 4.
While these calculations are approximate, they still indi-
cate the advantages to be gained by the use of advanced sig-
nal design concepts. The results of using these signal design
concepts with FSK and DPSK modulation schemes are tabulated

as Tables 1-8 and 1-9, respectively.

1.6 Specification of an Airplane-Satellite Channel Prober

In Section 1.2 the need for additional channel measure-
ments of the airplane-satellite channel was discussed in
detail. With the aid of results in Section 5 and associated
appendices, this section develops specifications for a chan-

nel prober that will collect the needed channel information.
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Particular attention is given to system design so that the
prober output can be used for accurate reproduction of the
channel's time variant system function in the laboratory.
Sections 1.6.1 - 1.6.3 discuss system operation and design
in general terms. Section 1.6.4 provides some detailed cal-
culations of system parameters utilizing the results of

Section 5.

1.6.1 General Description System Operation

The theoretical foundation for the proposed channel
measurement technique goes back to the work of Wiener and
Lee [1.9] who noted that if a linear filter is subjected to
white noise, the cross correlation function between the in-
put and output is directly proportional to the impulse
response of the filter. Price and Green [1.10] made use of
this property in the Rake system which involved the contin-
uous measurement of the channel with a periodic noise-like
signal. For a periodic white noise input to a linear fil-
ter one may readily show that the cross correlation between
the input and output results in a function which is propor-
tional to the periodic repetition of the impulse response
of the filter. Thus, provided that the period T satisfies
the inequality

T>1L (1.5)
where L is the duration of the impulse response, a periodic
"white'" noise is suitable for probing. Moreover the 'white'

requirement is not strictly necessary: the probing signal

need only be flat over the bandwidth of the filter.
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In the proposed prober, the probing signal consists of
a j:lSOophase modulated IF signal with the sequence of phases
chosen to agree with the sequence of binary states of a maxi-
mal length shift register sequence. We call this a PN-PSK
signal. Passage of this signal through the ground station
RF and IF amplifiers, the satellite repeater, the propagation
media, and the aircraft receiver RF and IF amplifiers, results
in a sequence of linear distortions which may be regarded as

being caused by two composite channels: an equipment channel

and a propagation channel. The equipment channel is assumed

to have a composite transfer function H(f), of the general
form shown in Fig. 1.11. While the prober design constraints
may not allow specifications on H(f), the two bandwidth para-
meters W and F affect the design of the probing equipment.

F is the "flat bandwidth," i.e., the bandwidth over which
H(f) exhibits essentially flat amplitude and linear phase
response. W is the "total bandwidth,'" i.e., the bandwidth
over which H(f) is significantly different from zero (e.g.,
30 dB bandwidth). Due to the fact that the PN-PSK probing
signal does not have a flat spectrum, it is shown in Section
5 that one must introduce a factor (sin ﬂfTO)z/(waO)2 in the

apparentnmasuredchannelcharacteristics,Wherei%)isthepulsewidth.

The correlation technique of channel measurement pro-
posed involves a finite number of correlation operations at
equi-spaced delays, i.e., the cross-correlation function
between the locally generated PN sequence and the receiver
probing signal is only taken at a finite uniformly spaced
set of delays. Thus a sampled impulse response is actually

measured. As with any sampling operation, harmful aliasing
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effects must be avoided. If the correlators are separated
by A in delay, then the transfer function of the sampled
impulse response consists of repetitions of the channel
transfer function (Fig. 1.11) at multiples of 1/A Hz. It
is clear that W must be small enough in relation to 1/A Hz.
If A is chosen equal to TO’ the pulse width of the PN
sequence, it is generally necessary to provide an IF filter
as part of the prober demodulator to reduce W sufficiently
so that aliasing effects are tolerable. Note, however,

that the number of correlators required is given by
N =L/A (1.6)

so that cost increases with decreasing A and one should

not make A any smaller than necessary.

A block diagram of the channel prober is shown in Fig.
1.12 which exhibits the major signal processing functions.
This specification covers only those blocks in Fig. 1.12
below some selected IF interface, say 70 MHz. Subsequent

sections will discuss the individual blocks in more detail.

The impulse response of the propagation channel con-
sists of two distinct parts: a direct path and a continuum
of delayed multipath components grouped together and well
separated from the direct path. The direct-channel and
multipath-channel impulse responses are separately measured
as indicated in Fig. 1.12. However the PN-PSK signal re-
ceived on the direct channel is tracked in delay and Doppler
and is used to provide a delay and Doppler reference in mea-

suring the impulse response of the multipath channel.
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Prior to data recording it is possible, in principle, to
use a manual synch control to adjust the timing of the
multipath channel measurement relative to that of the direct
path. A real-time display provides a view of the multipath
profile as a function of path delay. The manual synch con-
trol adjusts this profile so that it is centered properly
prior to data recording and will stay well enough centered

for the recording period.

The multipath measurement consists of the extraction
of the in-phase and quadrature samples of the impulse
response. Due to the time-variant nature of the channel
these samples are low pass functions of bandwidth equal
to the Doppler spread of the channel (referenced to the
direct path Doppler shift). This set of low pass functions
is sampled and multiplexed to prepare it for analog tape
recording. Note that the direct path channel is shown as
having several delay samples also. This is necessary be-~
cause of the smearing effect of the equipment channel. The
real-time channel monitor involves the display of the short
term average power on each complex tap. An adjustable
averaging time should be provided to accommodate different

fading rates.

1.6.2 Prober Demodulator

In this section block diagrams and discussions of opera-
tion are presented for the prober demodulator. Consider
Fig. 1.13 first. A selectable IF filter is shown in case
it is desired to adjust the effective flat and total bandwidth
parameters F and W in accordance with the probing rate so
as to keep the number of correlators as small as possible and

to minimize the aliasing effect of the sampled impulse response.
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The block labeled "direct-path-tracker'" can be iden-
tical to a PN ranging modem which tracks the direct path
signal. This modem would have two VCO's—one for tracking
the PN code and the other for tracking IF phase. The IF-VCO
is used as a Doppler reference in complex demodulation of
the impulse response samples. The PN-VCO of the direct
path tracker and associated count-down circuitry needed for
the adjustable PSK rate is used as the basic clock for the
video PN-generators of the direct path and the multipath
correlation demodulators. These PN generators provide +1
sequences following the same maximal-length shift register

sequence as used to generate the PN-PSK transmitted signal.

The video PN generator of the multipath channel mea-
surement section has a manual rate control to shift the
timing of the multipath PN reference relative to that of
the direct path PN reference to account for the delay and
changing delay difference between the direct path and the
first arriving multipath. The number of PN reference cycles
shifted is recorded so that the delay inserted will be known

in the data reduction.

To use the manual tracking mode it will be necessary
to know the airplane position and velocity approximately.
Otherwise an automatic delay difference tracking mode will
have to be instituted. In any case, if the delay tracking
is carried out in discrete steps, these steps must be suf-
ficiently small compared to a PN bit, as discussed in Appendix
E. In this appendix it is shown that the discrete steps in

delay produce transients at the output of the playback
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channel. The ratio of the strength of the desired output
to the peak strength of the transient is given by the

expression

Pl T ——— (L.7)
1 %azTng

for an input signal with rectangular spectrum of width W

and a delay jump of aTy.

As may be seen in Fig. 1.13 a basic operation per-
formed many times in parallel in the prober demodulator is
one of using a set of delayed replicas of the transmitted
PN-PSK signals for complex coherent demodulation (identical
to complex cross-correlation) of the received PN-PSK signal.
Figure 1.14 dissects this basic operation. Two quadrature
PN-PSK signals are shown generated by using a video PN
signal to modulate the IF-VCO output and 90° shifted IF-
VCO output. The quadrature PN-PSK signals are then used
to coherently detect the incoming signal. Two low-pass fil-
ters of B Hz bandwidth each are used to extract the low pass

detected outputs, called the in-phase and quadrature outputs.

In Fig. 1.13 the cross correlators have been arranged
so that the delay between correlators occurs in increments

of T the PN pulse width. With this arrangement aliasing

>
can 2nly be made tolerable by using an IF filter as shown
in Fig. 1.13, to reduce the total bandwidth W. A change

in the PN-PSK probing rate would then require a change in
the IF filter. Figure 1.15 shows a configuration in which

the correlators are spaced at T0/2 apart in delay. For A= TO/Z
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one may show that the aliasing cross talk will have an average
power at least 40 dB below the desired signal in the frequency
band f, - 1/4T0 <f<fy+ 1/4T0. Also the spectrum of the prob-
ing signal drops to only 2 dB below band center at the end fre-
quencies. One may obviously generalize this configuration to the
case in which the correlators are separated in delay by To/p,
where p is an integer. For a given multipath spread and PN-PSK
pulse rate the number of correlators required increases by a fac-
tor of p. However, if the probing rate is reduced by a factor

of p, the number of correlators required remains the same.

We now consider the requirements on selection of the output
low-pass filters (see Fig. 1.14). The inputs to the low pass
filter contain two types of spurious components. Because the
PN-PSK signal is a periodic process the input to the low pass
filter is given by the sum of a low pass component and a set of
undesired components centered at harmonics of the PN fundamental
frequency. The bandwidths of these components are equal to the
Doppler spread of the channel. The low pass component itself
contains not only the desired signal but a spurious cross talk

signal due to the side lobes of the PN-PSK autocorrelation function.

In Section 5 expressions are derived for the strengths of
the spurious harmonic (Eq. (5.28)) and low pass (Eq. (5.60))
terms. For a rectangular delay power spectrum of length L and
a received PN-PSK probing signal of rectangular power spectrum
with bandwidth W, the ratio of the strength of the desired to

undesired harmonic term is bounded by

P

N
P Z WL (W6
harm
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where N is the number of pulses in one period of the PN

sequence.

The ratio of the strength of the desired output to the

spurious low pass term is given by

= NZ(WT%) e e (1.9)

P1.p. [ Qe) dg

where T0 is the duration of a PN-PSK pulse, Q(£) is the
delay power spectrum (profile of scattered power as a function
of multipath delay &) of the indirect paths,and n is the cor-

relator delay at which the output SNR is being measured.

In addition to the existence of spurious signal term
there will be an additive noise term at the filter output.
The ratio of output SNR to input SNR is shown (Eq. (5.78)) to
be given by

P

out _ W ToQ(n)

e (1.10)
Pin By [ Qg) dg

where BN is the noise bandwidth of the low pass filter.

While the spurious harmonic terms can be made negligible
relative to the desired signal by using a sufficiently small
value of BN’ the low-pass spurious term can not. The ratio
of the strength of the output noise to the spurious low pass
term for the case of a received signal with a rectangular power

spectrum is given by
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2
N BN

out pinw

(TOW) (1.11)

If we define the input signal-power to noise-power-

density in dB-Hz as Po and use the approximation

ToW ~ 1 (1.12)

we find that

output noise N2

output low pass spurious  P_./B (1.13)
0" "N

where it should be noted that P0 N pinw' When N2

>> PO/BN
the spurious low-pass term may be neglected in comparison

to the output additive noise.

1.6.3 Horizontal-Vertical Antenna Multiplexing

In order to observe simultaneously the channel char-
acteristics associated with the use of a vertical and hori-
zontal antenna one may provide appropriate switches and
additional low-pass filters as indicated in Fig. 1.16. Only
one complex coherent demodulation operation is shown for
simplicity. An electronic switch alternately connects the
outputs of the vertical and horizontal antennas to the RF
and IF amplifiers. The switching time is small compared
to the duration of the PSK bit and the resting time at each
position is equal to one period of the maximal length shift
register sequence. Thus the in-phase and quadrature mixer
outputs are alternately due to the horizontal and vertical
antenna outputs. These alternate outputs are directed to
separate low-pass filters by switches synchronized with the

antenna switches.
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The time constant of the RF and IF amplifiers between
the antenna switch and the demodulator should be small com-
pared to the duration of a PN pulse in order to avoid the
appearance of cross talk between the measured vertical and
horizontal polarized channels. In order to keep this time
constant small it is necessary to have the correlators
spaced in delay by no more than half of a PN pulse width as
in Fig. 1.15.

As discussed in Section 5, the switching process
introduces spurious cross talk components at multiples of
half the PN-PSK fundamental frequency. The most harmful
component generated is at half the PN fundamental frequency
and is much stronger than the cross talk terms present when
antenna switching is not used. 1In particular it is shown in
Section 5 that this spurious term can be as large as the
desired low-pass term and that the output SNR is reduced by
a factor of 2 when the multiplexing arrangement of Fig. 1.16

is used.

1.6.4 Prober Parameters for Aerosat Channel Probing

In this section we derive some values of prober para-
meters for use in probing the aircraft-satellite channel of
the Aerosat system. The following system parameters are

assumed for the experiment:
Bandwidth: W = 50 KHz to 10 MHz

Received SNR: 53 dB Hz for an omni-antenna and
direct path

Altitudes: H = 20,000 to 30,000 feet
Elevation Angle to Satellite: 6 > 10°

Operating Frequency: L-Band (1.6 GHz)
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RMS Sea Slope: «a < .2
Airplane Velocity: V = 400 mph

Design parameters of the prober depend upon the delay
and Doppler spreading characteristics of the indirect paths
scattered from the ocean's surface. We have used the steep-
est descent model [1.1], [1.2], [1.3] to infer these char-
acteristics utilizing the system parameters specified above.
This model will break down for the lower elevation angles
and larger sea slopes but more general calculations, presently

being completed, were not available for this report.

As shown in [1.3] and Section 6, for the steepest des-
cent model the Doppler power spectrum for a receiver car-
rier is Gaussian-shaped with a maximum RMS Doppler spread
(two standard deviations of normalized Gaussian shape) given
by

fO
B =4a — v sin @ (1.14)
for motion parallel to the surface of the earth. £y

is the carrier frequency, ¢ is the velocity of light, v is
the aircraft velocity, 6 is the elevation angle, and a is
the RMS sea slope. For a point of reference, 99% of the
power in such a Doppler spectrum lies in a bandwidth with
limits fO +1.3 B. Using the quoted system parameters we
find that 1.3 B is given by 500, 340, and 170 Hz for eleva-

tion angles of 6==300, 200, and 100, respectively.

The steepest descent model delay power spectrum has
more involved analytical expression (see Section 6). Figure

1.17 presents an integration over the delay power spectrum
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starting at different normalized delay values § for 6 = 100,

200, and 30°, where

6 = —f— (1.15)
Lo H/E
in which ¢ is the delay relative to the delay at the specular

point and H is the aircraft altitude.

The number of correlators required to measure the im-
pulse response of the channel is given by the ratio L/A,
where L is the "multipath-spread'" and A is the delay spacing
between correlators. While it may be convenient to imagine
the impulse response as being confined to a finite interval
L, it is clear that an arbitrary criterion must be adopted
for L, since Q(6) is strictly non-zero over the semi-infinite
interval (0,»). With the aid of plots such as shown in
Fig. 1.17 one may determine the value of 6 beyond which
there resides some fixed small percentage of the power in
the delay power spectrum. For 6 = 100, 200, 30° the 1% value
of & is given approximately by 5'01 = 14, 9.5, 6.5, respec-
tively. Removing the normalization, the number of correlators
required to measure 997% of the power in the impulse response
becomes

) 014a2H/c
N = — (1.16)

.99 A
This formula leads to a very large number of taps when the
largest values of ¢ = .2 and H = 30,000 feet are used and when
it is desired to characterize a large bandwidth (small A).
Thus to keep the number of correlators practical it is
necessary to have the PN-PSK rate adjustable to lower rates

when the multipath spread gets too large.
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Consider a specific example. Assume that only 100
complex correlators are to be used, o« = .2, H = 30,000 feet,

and 6 = 10°. The value of A required is then

_ (14)(.16) (30 x 10°°

100

A ) .672 pusec (1.17)
The value A determines the interval between ''samples" of
the measured channel impulse response. As pointed out pre-
viously a choice of A= TO/2 allows a measured channel with
a bandwidth 1/4A within which the average aliasing cross-
talk will be less than 40 dB and the attenuation of the
desired signal 2 dB at band edge. For A = T0/2 the PN-PSK
bit rate would be .744 Mbs and the bandwidth characterized
372 Ke.

An alternate choice of A = T0 is permissible but re-
quires the use of an IF filter to control the aliasing cross-
talk. An examination of various possible filters to satisfy
the conflicting requirement of reducing aliasing cross-talk
to less than 40 dB below the desired signal, to cause mini-
mal distortion of the desired transfer function, and to
cause small spreading of the measured impulse response (so
as not to significantly increase the number of correlators)
has resulted in the selection of a fourth-order transitional
Butterworth-Thompson filter [1.11] with parameter m = .4 and
3 dB bandwidth equal to .52/T0. With this filter the desired
transfer function is attenuated only around 2.2 dB at band
o °F 744 Kc,
twice that for the case A = T0/2 described above. The PN-PSK

edge and the bandwidth characterized is 1/2T
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bit rate is also twice as large (1.488 Mbs). Calculation
shows that the spreading of the impulse response caused by
this filter measured at the =40 dB level is less than 4T0.
Clearly, apart from cost, the case A = T0 is preferable
because twice the bandwidth can be characterized for a given
multipath spread, or conversely, twice the multipath spread
can be accomodated for a given characterizing bandwidth.
However, as pointed out in 1.6.3, when time multiplexed
horizontal and vertical polarization channel probing is

used the filter cannot be employed without introducing cross-

talk between measured channels.

Because of the limited received power one may not be
able to measure the delay power spectrum very far out on its
tail and this may also restrict the number of correlators.
Applying Eq. (5.78) with the normalized delay variable shows
that the output SNR at a tap having delay & relative to the

specular point is given by

Ty

P
(0) ~ 5> (—5—) Q) (1.18)
N 4o H/c

pout

where BN is the noise bandwidth of the output low pass filter,
Q(8) is the delay power spectrum expressed as a function of
the normalized variable 6, and PO is the received signal
power relative to the noise power density. Graphs of Q(d)

for 6 = 100, 200, 30° are given in Section 6, Fig. 6.3.

The value of PO is given by

10 logloP0 = 53 + multipath antenna gain
- reflection loss from surface

(1.19)
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At low elevation angles the reflection loss at vertical
polarization is approximately compensated by the gain of
proposed multipath antennas, leaving logloPO = 53 dB a

worst case value.

Since Q(6) decreases monotonically with 6, pout(é)
will become too small to make measurement meaningful for

sufficiently large values of §. Consider the case of larg-
est multipath spread, 9§ = 100, o = .2, H= 30,000 feet.
For this case a BN of around 200 Hz is reasonable for the

output low pass filters assuming a horizontal aircraft

velocity of 400 mph and £, = 1.6 GHz. Utilizing these

0
parameters
= 208 (T,10°)Q () (1.20)
Pout 0 )
If we select Tp=a4as= .672 usec as in our example above,
we find that
pout(é) = 140 Q(5) (1.21)

At 6 = 14, which is the value of delay beyond which 1% of

the power exists in the delay power spectrum, we find that

Pout
here is that more than 100 correlators cannot be justified

(6 01) is around 0 dB! The conclusion to be reached

on the basis of SNR for the worst case multipath measurement.

We turn our attention now to the selection of T the
period of the PN sequence and the output low pass filter.
There exist two general contradictory restrictions on

selection of T. First T must be selected large enough so
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that no ambiguities will be introduced by the periodic prob-
ing signal, i.e., T must exceed the duration of the channel
impulse response including both direct and multipath compon-
ents. The 99% duration of the multipath as predicted from
the steepest descent model for o = .2, H = 30,000 feet, 6 = 10°
is 67 pusec. This value is undoubtedly only an upper bound
to the true value because the steepest descent model, which
applies to a flat earth, does not account for the finite
illuminated cap of the earth. If we add the delay between
the direct path and the specular point, 2H/c sin 6, we ob-
tain a total maximum impulse duration of 77.5 pusec. For
the case A=T

we have found that T, > .672 usec to keep the

0 0
number of correlators < 100 for the assumed parameters a, H,
8. The number of bits in one period of the PN sequence must

thus exceed

77.5 _

N > L2 = 115 (1.22)
Since

N = 2%-1 (1.23)

for a maximal length shift register sequence, the lowest
acdeptable value of N is given by 127 which corresponds to
1=7.

The above argument restricted the value of T from being
too small. There is another restriction on T which pre-
vents it from being too large. As discussed in Section 1.6.2,

the input to the low pass filter contains spurious harmonic
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components occuring at multiples of 1/T Hz whose strengths
can be as large as the desired signal when the multipath
spread is comparable to T (see Eq. (1.8)). Each one of
these spurious components has a bandwidth which is of the
order of the channel Doppler spread. The Doppler spread
increases with elevation angle. At 6 = 300, which is prob-
ably the largest elevation angle worth considering where

the antenna gains will allow the multipath to be perceptible,
the 99% Doppler spread is approximately +500 Hz relative to
the center frequency. Clearly, if T is chosen = 1/1000 the
signal/harmonic cross-talk will be less than 20 dB even with
ideal rectangular filters. Thus T must be less than 1000
psec. A value of T < 500 usec, corresponding to a nearest
harmonic at around 2 Ke should allow the use of moderately
complex low pass filter (say fourth-order Butterworth) which
will pass the desired component with small distortion and

attenuate the nearest harmonic component to negligible values.

A value of T0 = 2 psec must be considered for the prob-
ing equipment because of the existence of an Aerosat tap-
ped delay line simulator which can be used for playback
channel simulation. In order to keep the nearest harmonic
> 2 Ke in this case, a value of N = 255 (£4=8) or N = 127 (4=7)

would have to be used.

Clearly at the lower elevation angles the Doppler spread
will be smaller and thus larger N and T values could be used.
It is desirable to use as large an N value as possible because
the spurious low pass term discussed in 1.6.2 (see Eq. (1.9))
is thereby reduced relative to the desired term. However,

it is pointed out in Section 1.6.2, that if
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2
NT >> PO/BN (1.24)

the spurious low pass term will be negligible with respect
to the additive noise. The maximum value of the ratio PO/BN
will be 1000 which is certainly much less than N2 even for

N = 127.

In the case of time-multiplexing the measurement of the
vertical and horizontal polarized channels, it will be re-
called that the spurious harmonic terms are at multiples of
half the PN fundamental frequency. Thus in this case a value
of N = 127 must be used at T0 = 2 psec to keep the nearest

spurious harmonic around 2 Kc away from D.C.

We consider now the allowable differential phase and
gain insertion errors introduced by the set of correlators.
These differential phase shifts and gains will cause errors
in the reproduction of the measured channel. In Appendix F
it is shown that e, the percentage mean-squared error intro-

duced in the reproduced transfer function, is given by

e =0é (1.25)
where 06 is the RMS differential phase error. It is also
shown that the percentage mean-squared error in the repro-
duced transfer function introduced by differential gain

errors (relative to a mean gain of unity) is given by

e =g (1.26)
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where o, is the RMS wvalue of the differential gain error. For
uniform distribution of @ and ¢ over |4| < & and |e| < ¢
- =~ "max — ‘max
one finds that 4 = ¢ //3. Then a value ¢ = .15 dB and
max max

émax = 2o lead to around a value of ¢ of around -34 dB.

1.7 Conclusion

The preceding calculations of ranging and data modem perfor-

mance suggest strongly that:

1. The level of performance of both side-tone and
PN ranging and conventional data modems cannot
satisfy the stated requirements of 100 meters
RMS ranging error and 107 error probability,
respectively, at low elevation angles for a 50
Ke Aerosat bandwidth and the turnstile antenna
of Fig. 1.4.

For example, with this antenna and an assumed

7 dB of improvement due to tone filtering, an
RMS ranging error of around 800 meters may be
expected for less than 957 of the azimuth direc-
tions at an antenna elevation angle of 10°

with an RMS sea slope of .1. To achieve 100
meters RMS ranging error for the same condi=-
tions requires that the antenna discrimination
against multipath be improved by 18 dB.

Thus considerably better antennas are required
to meet 100 meter RMS error if conventional
modems are used in the 50 Kec Aerosat bandwidth.
An increase of the bandwidth available for
ranging by an order of magnitude is required
to achieve 100 meter RMS ranging error with
the turnstile antenna of Fig. 1.4,

2. With regard to data transmission it is shown
that for the same set of channel and system
parameters quoted above for the ranging modem,
an error rate of 10~2 or less will be achieved
by a DPSK system at 1200 bits/sec for 95% of
the azimuth points. For FSK an error rate of
7 x 10=3 is achieved for 95% of the points.
On the other hand, the study indicates that
with the use of advanced modem techniques an
error rate of less than 10-3 can be achieved
for 100% of the azimuth points for both FSK
and DPSK.
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It should be abundantly clear that important
cost trade-off considerations exist between

antenna design and advanced modem design in
meeting overall system accuracy goals. The
results quoted above are referenced to the
turnstile antenna. As soon as data on
candidate antennas becomes available, corres-
ponding calculations of ranging error and
modem performance will be carried out.

To design modems which can meet these require-
ments requires additional channel parameter
information beyond those measured in previous
experiments including the FAA-Boeing, ESRO,
Dept. of Transportation TSC Balloon Tests,
and the Canadian Dept. of Communications. 1In
particular, direct/multipath power ratios for
candidate operational antennas and the multi-
path frequency correlation characteristics of
the indirect paths should be measured, espec-
ially at low elevation angles.

Since the modem design problem is presently
an open question, channel measurements should
be taken in such a way that the data can be
used at some future date for recreating the
channel while at the same time providing the
necessary channel parameter information for
system design. In this way field experiments
do not have to be repeated to test modems not
available at the time of the field experiments.

If modem evaluation tests with modems are
carried out it is essential that channel
parameter measurements be conducted at the
same time so that when voor performance
occurs its cause may be related to channel
characteristics.
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The channel measurement requirements can be satisfied
by means of a pseudo-random probing signal and receiver con-
sisting of a set of parallel correlators driven by delayed
locally-generated pseudo-random signals as discussed in Sec-
tion 1.6. The resulting output low-pass signals yield the
complex tap gains of a tapped delay line model of the channel.
These signals may be analyzed on-line or off-line to deter-
mine the channel parameters of interest. They may also be
recorded with a standard instrumentation recorder for use at
some future date as the driving signals for a tapped delay
line in order to recreate the channel's time variant system
function for modem testing. The cost of the prober, demod-
ulator, on-line data reduction, and recorder would be a small
fraction of the cost of a field demonstration test of modems.

In summary, it is recommended that additional chanmel
measurements be undertaken and coordinated with a laboratory
simulation capability for effective modem development and
testing. If these recommendations are followed through:

1. It will be possible to develop modem tech-
niques with high probability that they will
work effectively under operational conditions.
The possible incorrect acceptance of a
modem because field tests were not conducted
with parallel channel measurements will not
occur,

2. It will be possible to identify clearly the
reason for failure of modems during field
tests and thus formulate approaches for
improvement of the modem technique.

3, It will be possible to avoid large-scale
production of modems which have high prob-
ability of failure, resulting in a large
saving to the government.
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Considerable savings in the money expended
for field tests may be expected because the
stored channel may be used to test new tech-
niques whenever they occur.
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SECTION 2

EFFECT OF TIME AND FREQUENCY SELECTIVE FADING ON
TONE RANGING SYSTEMS: PRELIMINARY ANALYSIS

This section presents a preliminary analysis of the ef-
fects of time and frequency selective fading upon tone ranging
systems. While we consider the simplest possible tone ranging
system, an SSB system involving three tones with one closely
spaced pair being used for ambiguity resolution, we show that
to a first approximation these analytical results may be used
for a double sideband system at high SNR's and y's. The channel
is assumed to consist of the parallel combination of a non-
fading channel and a complex Gaussian WSSUS channel [2.1] with

associated mean delays and Doppler shifts.

No consideration is given to the measurement of range
rate and the range is assumed to change negligibly over the
integration time used to provide a range estimate. Finally,

we consider only the one-way ranging problem here.

2.1 Channel Model

Figure 2.1 depicts the assumed mathematical model of the
channel relating input and output complex envelopes. There is
shown a nonfading channel which provides a delay gd, complex

gain Gd, and Doppler shift v in parallel with a fading dis~

d’
persive channel in which a mean path delay gs, path gain GS,

and Doppler shift Vgo have been explicitly formalized by separ-
ate operations. The time variant transfer function of the fad-

ing channel T(f,t) can thereby be normalized to unit strength
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T(E,t) |2 = 1 (2.1)

and to have a spectrum centered at f=0 (i.e., at the carrier

frequency). Also the time variant impulse response
j2nf
g(t,£) = [ T(£,t)el*™ ¢ af (2.2)

can be shifted in time to have zero 'mean" path delay.

The ratio

2
|G,
o - d 5 (2.3)

e, |

is called the direct-to-scatter path power ratio. Phase shifts
2n£dfo and ansfo associated with the carrier frequency have

been absorbed into Gd and Gs'

Due to the WSSUS assumption

gr(t,e)g(t+71,m) = Q(r,£)0(n-¢) (2.4)

where Q(1,£) is called the tap gain correlation function.

Equivalently,

T*(f,t)T(fF+Q,t +7) = R(Q,T) (2.5)

where R(Q,T), the time-frequency correlation function, is the

Fourier transform of Q(7,¢&)

R(Q,7) = [ Q(r,£)e I2TH g (2.6)
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2.2 Representation of Signals

For the preliminary analysis here, the transmitted signal

is assumed to consist of three equal strength sinusoids

3 j2ﬂfkt
z(t) = T Ae (2.7)

k=1
The received signal corresponding to the nonfading path

alone is given by

j2av .t 3 j2nf, t =j2uf &
AG e g z e D e S (2.8)

d k=1
and the received signal corresponding to the fading path is
j2mv t 3 j2nf, t -j2nf &
AGe 5 T T(,t)e FKe e (2.9)
s k=1 k

Thus the total received signal including additive noise is
given by
3 j2mv .t =-j2qf & i2mv t -j27f & j2nf. t
w(t) =A T [G,e C e sed + G e Sl LS ST(E, ,t)]e & +n(t)
k=1 d s k

(2.10)

2.3 Receiver Processing

Figure 2.2 presents a simplified block diagram showing the
signal processing operations in the receiver utilized for esti-
mating path delay and eliminating ambiguities. Since (one-way)
range is related to delay by a proportionality constant, no loss
in generality results from our consideration of delay rather

than range estimation.
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reference at the transmitter. We do not discuss this synchro-
nization problem here but assume that synchronization has been
achieved and that no errors occur due to mistiming. Another

assumption we make initially is that AFC perfectly compensates

for Doppler shifts in the non-fading paths.

At the receiver separate filtering of the received tones
occurs at some convenient intermediate frequency (or even at base-
band through in-phase and quadrature processing). Tone 3 is the
highest frequency and Tone 2 is close enough in frequency to
Tone 3 to provide ambiguity resolution. Tone 1* is sufficiently
below Tone 3 to provide the desired fine delay estimate. The
filters used to extract the tones should be designed to prevent
differential phase shifts from occuring with or without residual

Doppler tracking error.

Consider the receiver operation in the absence of the fad-
ing path and noise, assuming perfect time and frequency synchro-
nization and no phase errors introduced by the tone filters.

The result of mixing Tone 3 and Tone 1 filter outputs (to the

difference frequency) is given by

JQ2ef t-20f,¢ ) J@2nf t-20f ¢ )%
[AGde 3 35d ][AGde 1 15d ]

B j2w(f3-f1)t.e-j2w(f3—f1)gd

= A lGd\ e (2.11)

The local frequency synthesizer driven by the properly synchro-

nized clock provides the reference

"In a conventional receiver tone 1 would correspond to the
carrier which would be acquired and tracked with a phase
locked loop (PLL). The PLL output would be used for coherent
detection of tones 2 and 3 and this would be followed by tone
filter extraction and comparison with reference tones. 1In our
system all filtering takes place prior to detection and per-
formance should be somewhat better. Also, our system can be
analyzed simply. 2-6



ej21r(f3-f1)t

Consequently the upper phase detector in Fig. 2,2 provides an output
—2w(f3—f1)£d Mod (2m)

which after the multiplication produces a finebut ambiguous delay estimate of

1
Ty = Gg Mod (g ) (2.12)
The result of mixing Tone 3 and Tone 2 filter outputs is given by

K 6 l2ej21r(f3-f2)te—j2'rr(f3-f2)gd

With the aid of the phase reference from the local frequency synthesizer

and carrying through the indicated operations in Fig. 2.2 the ambiguity

resolver produces the output
1
Ta = &g - &g Mod (-—-) (2.13)

f3_f1

assuming £, < 1/(f4-£5).
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Adding (2.12) and (2.13)

TETpt T T &g

produces the correct delay estimate

(2.14)

2.4 Performance With Additive Noise

In this section we develop expressions for the error in estimating delay

of the non-fading path when the fading path is absent and the only non-

ideality present is additive noise.

J211fkt

Let the (complex) noise at tone filter k output be denoted by 7, (t)e
e

Then the output of the k'th filter is given by

jemfy(t-£4) j2mfyt
wi(t) = AG e +n(the
i[2nfy(t-gq) + 6y (t)]
= AGgRy(t)e (2.15)
where
jék(t) 'nk{t)
Ry (t)e =14 (2.16)
AG,

and we have absorbed a phase factor exp (j2‘n'fké;) into -nk{t) without loss of

generality because n(t) has a uniform phase distribution and we assume all



the filter additive noise outputs are statistically independent.

For large SNR Sk’ i.e.,

2
1 - Iﬂkl
E <<l (2.17)

only the quadrature component of nk(t) in (2.16) affects the phase, and ék(t)

is approximately Gaussianly distributed with

Im {n; ()}
6, (t) ~ —— . Sk -t 1 (2.18)

The RMS value of ék(t) is then

—— 1
oo = 5 B S (2:19)

When 5, is not large the distribution of ék(t) is non-Gaussian and cannot be

expressed in closed form. Single integral expressions are readily obtained.

Assuming no post detection filtering, the delay estimates at the output
of the system in Fig.2.2 are obtained by sampling. Consequently in dealing
with the phase detector output we shall find it convenient to suppress the

time variables.
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The fine delay estimate can be expressed as*

-sz(f3—f1)t
Tf =it m ['}: [wg‘{t)w (t)e } Mod 2] (2-20)

Using the above definitions,

1
Tt " an(f, 1)) (2m(fg-f,)Eq + 6, - B3) Mod 27

(8, - 63) Mod 2 (2.21)

£4 Mod (- ) + =
d 3f1 2(t‘ )

Thus determination of the statistics of errors in the fine delay estimate
involves evaluation of the probability distribution of (é1—953). From the
previous discussions we see that for high SNR, 61—63 will be approximately

zero-mean Gaussian with RMS value

‘(61 -63) - +-—) - (2.22)
f

where S is the common SNR at the outputs of filters 1 and 3.

*All Mod 27 operations are referred to the basic interval (-7, m).
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Although not indicated in Fig. 2.2, it should be clear that because f2
and fq are close in frequency a second fine delay estimate may be obtained
by mixing Tone 2 and Tone 1 filter outputs and phase detecting with an
appropriate reference. By analogy with the above calculations, this
estimate is given by
1

1
A — = 2
Tp = £q Mod (fz'fl) + Zﬂ(fz“fl) (8,-69) Mod 27 (2.23)

For the ambiguity delay estimate we see that

1

1'& = 1'0"'1‘0 Mod ( 3-f1) (2'24)
where
To "~ B,y X MEalte ity
1
— gd +2—1T'(-f":;'_—f2'—) {éz‘és) Mod 27 (2.25)
Thus

' 1 1
Ta = £q-£q Mod (fs_fll + B, T, ($,-65) Mod 27

(b5-b3) Mod 27 4
~. ) Mod- (——) (2.26)
21(f5-15) fu-f,
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If the estimate e (2.23)is tobe resolved in ambiguity it is necessary

to form

= 7o-To Mod AR (2.27)

;
fo-f1

a

The ambiguity error will be zero in 7, when

fo-f
3
($o-65) Mod 27|< (fs_fl)ar (2.28)
and in 7 when
a
1‘:'3-f2
'(éz‘éS) Mod 2'IT|< ( Yoo - (2.29)
fo-14 '

Since fy < f3, (2.28)is more stringent.

The system is normally designed to make the probability of an

ambiguity error negligible. At high SNR this is seen to imply that

fo-f
B a2 Sy (2.30)

/s fo-fy

where K is an integer exceeding 6 to have the ambiguity error probability

(10_9.
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If the ambiguity error is indeed negligible, then the final delay
estimates are

(951-953) Mod 27

PEpr g = gyt PR (2.31)

1)

=Tf+$o-§d+ 2"{f2'f1) (2.32)

i H

These estimates may be combined to form an improved unbiased

estimate T as follows

T =ar +(1-2)F (2.33)

where

(r - £ N7-7)
= L (2.34)

(?-7)2

If fg is close to f4 little error is introduced by setting o = 1/2 to form

F==(r+9

1
2
or whenthere is no ambiguity error
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{ ¢(b1-63) Mod 27 ($;-$5) Mod 27
”=5d+§{ 2m(fy-f,) & 2n(f,-f ) }

(2.35)

2.5 Performance With Fading and Additive Noise

We consider now the combined fading and additive noise case. Using

Eq.(2.10) we find that the complex envelope of the k'th filter

output is
-ienfytg m(t)  j2mit
Wi(t) = AGye [1 + M(t) + AG, le (2.36)
where
G -j2nfi (-t y) P2mlug-v it
M) == e o TR T )@ hy ()] (2.37)
Gd k

and hy(t) is the impulse response of the k'th filter. Since we have assumed
the channel to be complex Gaussian, Mk(t) will also be complex Gaussian
and thus have the character of the additive noise term ’?k(t). However,

unlike the set {9, (t)}, the various M, (t) will generally be correlated.

To simplify the notation we shall absorb the Doppler difference exponen-
tial exp [_121T{us—vd)t] into 'I‘(fk, t), which can be accounted for by simply
offsetting the Doppler spectrum of the WSSUS channel by VgV, Hz. Using

this artifice, the cross correlation between Mk and M* is
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2
|G, |" -i2miy-t Neg-tq) ke,
M=M= 8 e & 2 'r R(f{’—fk, T)Rh (".") dT

(2.38)
where R(§l, r) is the channels time-frequency correlation function and

REL(T) is the aperiodic cross correlation function of h(t),
Rk{'("') = [ h#(t)h, (t+7) dt (2.39)
h r o

The correlation coefficient between Mk and My is

4
- j2m(fy -t )£ £ q) [ RiE -, IRy () dr

r 2 = 3
‘ /1 RO, DR dr [ RO, TIRE ) a7

(2.40)

When there is only time selective fading and the filter complex

impulse responses are identical

R(f, -fi,, 7) = R(0, 7) (2.41)

-j2m(fy-fe)(E ¢ )
Tre, = © v (2.42)
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If by analogy with the previous section we define

8, (t) (®)
K o1+ My () + T
A

Ry (t)e (2.43)

Gq
Then the same expressions for fine and ambiguity delay estimates apply as
in that section. Now, however, the {61{] must generally be assumed statis-

tically dependent.

For the case of high SNR and large direct/scatter path pow er ratio we

may use the quadrature approximation

. nk(t)
(t) = Im {My(t)} +Im {— 3. 2.44
K fLgled] + b AGd} (2.44)
so that
) 1 1 , nq(t) - nz(t}
¢ = g Mod (f3'f1) + 20(i51,) Im {My(t) - M3(t) + Wd—}

(2.45)

From (2.45) we see that the mean square error in the fine

delay estimate is given by

e lBa, +2} (2.46)
o, ¥ % 30 5 ;
Eoemi,-tp? 2 Mz S
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where (using (2.38) and (2.40))

2 2
) = |My - M3 |
13

1 11 33
== R(0, 7)R,(T) dT [ R(0, T)RL. (T) (2.47)
y jf B [ h

[ ro. RS o [ RO, IR () ar

X -2Re(r]3)

+
[ R0, DR(r) dr /J‘ R(0, T)RLY (r) ar

For the case of identical filters (2.47) simplifies to

Sy -2 [ RO.TRy(r) 6r11 - Relry ) (2.48)

M3

where Rh(’f') is the aperiodic autocorrelation function of h(t),

Ry(7) = J‘h*(t)h{t-l-'r) dt (2.49)
Note that the integral (2.48) can be expressed in the form

[ R(0, TIRY(T) A7 = [ P(v+4-v )| H(v) 12 av (2.50)
where H(y) is the transfer function of the complex low-pass filter and P(n)

is the Doppler spectrum of the fading channel. For a fading spectrum

broad compared with the filter bandwidth we may approximate (2.50) by
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[ R(O, IRy (T) AT ~ Plug-v )W (2.51)

where WN is the two-sided noise bandwidth of the filter (we have normalized

H(0) = 1). Since
R(0, 0) = I P(n)dy =1 (2.52)
it follows that

P(0) = (2.53)

1
By

where By is the two-sided noise bandwidth of the Doppler spectrum. These

definitions lead to

Wy P(Vd-vs)

J‘R(U,*)Rh(‘r) dr :-ﬁ-l\? : _HP(O—) (2.54)

If the Doppler difference is small compared to B and P(v) is unimodal

N

and symmetrical, then

W

N ;
j R(0, 7)Ry(T) AT =~ B_N {2.55)
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which leads to the approximation

W i Plu,-v.) » P(0O)
i 1 N {1—Re(r‘13))+1.] LB

= [
o em3(eg-t ) VBN ST 5 () = h(t)

[2)

(2.56)

The term Re(rq3) can vary between -1 and +1. Note that ryg contains
the complex exponential exp (—jZn(fk—f!)(gs-gd)). If the frequency

selectivity of the fading channel is small enough,then

Re {ryg} = cos [2ﬂ{f3—f1)(gs—gd)] (2.57)

and 1 - Re (rkL) can cover the full range between -1, 1.

We may readily determine the requirement for negligible probability

of an ambiguity from (2.28). In particular we see that at high p and ¥ BN/ W

W fo-f
N 1 372
(1 - Re {ryg)) +< < (g )7, (2.58)

K

By

where K is an integer exceeding 6 in order to have the ambiguity error

probability < 1079,

Since t‘2 and f3 are close it may be that

Re fros} ~ 1 (2.59)
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which removes the effect of the fading channel on the ambiguity
error probability (at least in the high SNR approximation).
However if f2 and f3 are closer than the Doppler spectrum width
the received tone spectra will overlap into adjacent tone fil-
ters. The resulting delay errors may be calculated using the

results in this paper.

The above results are readily generalized to include an

additional delay estimate with tone pairs 1 and 2.

When the SNR S and y BN/WN are not sufficiently large, the above
simplified expressions for measurement error and ambiguity prob-
ability must be modified. The analytical problem is that of
finding the probability distribution of the phase difference ¢
between correlated non-zero-mean complex Gaussian vectors.

This problem does not seem to have been attacked in the open
literature. Appendix A derives a single integral expression

for the distribution in the form W(e;r,ﬁ,pl,OZ) where Py and

p, are the SNR's and r exp (jg) is the complex correlation co-
efficient of the noises. Our parameters are the direct path/
scatter ratio y; the direct path to additive noise ratio at two

1° S
of the scatter components at the two tone filter outputs, r

tone filter outputs S 9 the complex correlation coefficient

12°
and the relative strength of the scatter and additive noise com-
ponents at the two filter outputs. The relationship between

these parameters are as follows:
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Sk

p, =% (2.60)
IS 1 + _k. J‘ R(O,T)Rﬁk('r) drT
s
B “12
re =
(1 + 4 N1 + Y - )
S, [ RO, MR (M ar Sy [R(0,T)R, () dT
(2.61)

where (repeating (2.39) and (2.40))

; ] ) ki
3 ) e_,]zw(fl_tz)(gs_gd) rR(f2'f1.1‘)Rh {T) dT
L% ff R(0, RL(r) ar [ R(0, MR () dr
(2.62)
in which
k{/ b
Rh (T) :J‘hk’(t)hé(t-w) dt (2.63)

where hy(t) is the complex impulse response of the k'th filter,

When the Doppler spectrum of the scatter is much wider than the

filter bandwidth, the mean Doppler shift is small, the selective fading
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over fo-fy is negligible, and the filters are identical, the above relationships

simplity to
Sk
= 2.64
P 1+°k Wy ( :
Y BN
1
r= = = (2.65)
jl .;..Z_ , N jl +.y_ . N
S; Wy Sy Wy
B = 2m(ty-f NEg-E,) (2.66)

where WN is the noise bandwidth of the tone filter and BN is the noise

bandwidth ot the Doppler spectrum.
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2.6 Inclusion of Effects of Channel Characteristics
for an Airplane-Satellite/Link

The previous section has shown that RMS ranging error
depends upon the dispersive character of the multipath channel
through the correlation coefficient of fluctuations at the tone

filter outputs (see Eq.(2.40) and note that we have excluded

the exponential in our definition)

R(Q,7)R_ (1) d
r(Q) = ! g ) O (2.67)

[f ROOR () ar [ RO, R () ar

where th(-), Rhg(-), Rgg(-) are auto and cross correlation
functions of the two tone filter impulse responses and R(Q,T)

is the time-frequency correlation function of the multipath
channel.

By using Parseval's theorem one may change the time-domain

integrals in (2.67) into frequency domain integrals to produce

the alternate expression

[ P(Qu)HE*(v)G(v) dv
r(Q) = (2.68)

Jf P(v)lH(v)|2 dv [ P(v)\G(v)\2 dy

where P(Q,v) is the cross-power spectral density of two received
carriers spaced Q Hz apart at transmission and H(y), G(y) are
the transfer functions of the two tone filters. The cross-power

spectrum is related to the time-frequency correlation function

by Fourier transformation

P(Q) = [ R(Qyr)e 32TV gp (2.69)
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The function P(0,y) may be recognized as the Doppler power

density spectrum P(v), i.e.,

P(v) = P(0,v) (2.70)

In [2.3] approximations are derived for R(Q,r) and P(Q,v)
for the diffuse surface scatter channel of an airplane-satellite
link when there is no specular component and the elevation
angle to the satellite, 6, is greater than ¢ the rms slope of
the surface fluctuations. This approximation,called the
""steepest-descent' approximation, has been used by Staras [2.2]
to derive time and frequency correlation functions and by
Mallinckrodt [2.1] to derive delay power spectra, Doppler power
spectra, and delay-Doppler scatter functions for the same
channel and under the same restrictions (except that the

velocity vector of the airplane was restricted).

The expression for R(Q,r) derived in [2.3] is given by

R(Q,T) = Ro(F’T)
1 2 vg Vgsinze
= qg(F)exp (- 5 (") {55 F/sine T 1#io7F sing |’

(2.71)
where

1
J (1+i2qF/sin g) (1+i2qF sing)

qy(F) = RO(F,O) =
(2.72)
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is the frequency correlation function and F,T are normalized

frequency shift and time shift variables

Q - 4alH/c (2.73)

F
T =T - za (2.74)

In (2.71)anndvy are the components of the Doppler shift vec-
tor (fo/c x velocity vector) in the x and y directions. The
term ve is the component of the Doppler shift vector which is
perpendicular to both the x~-z plane and the line-of-sight to
the satellite. The parameters H,c are airplane height and the
velocity of light. The satellite and aircraft are in the x-z

plane with height measured along the z axis.

In [2.3] it is also shown that

1

P(Q,v) = By(F,w) = E
2 2 . 2 + {onF 2 Pl 2
vy + Vy sin“8 i2nw (ve vy)

2/[1 + i27F/sin 8] [1+ i24F sin 6] .
x exp | 20 (Ag——g Lol =) |
vy + Vy sin~ 9§ + 1217F51n6(ve + vy
(2.75)
where the normalized Doppler variable w is given by
w=yp o L (2.76)
20

Note that the "steepest descent' approximation leads to a van-
ishing of the Doppler spread when the aircraft travels in the

direction of the line-of-sight to the specular point.

It is interesting to consider some limiting cases. Con-
sider first the case in which the fading is sufficiently slow
that the tone filters pass the received fluctuating tones un-

distorted. Then
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r(Q) = R(Q,0) = q(Q) = q,(F) (2.77)
where it will be noted that we have normalized
R(0,0) = 1 (2.78)

Consider the other extreme case where the filters are

narrow compared to Doppler spread.

Then in (2.68), H(y), G(v) must be regarded as impulsive
by comparison with P(Q,v). Thus

[ PQ)E*(W)G(v) dv ~ P(0,0) [ H*(W)G(v) dv (2.79)

with analogous approximations for the other two integrals in
(2.68). It follows that (2.68) can be approximated by

r(Q) = %%gj%% T (2.80)

where g is the cross correlation coefficient between the fil-

ter impulse responses

[ h*(t)g(t) dt

pg = (2.81)
fj \h(t)\2 dt j \g(t)\2 dt

From (2.75) we see that

p(,0) _ Bo@0) _ L 2.82

P(O:O) PO(O,O) vz + VZ ( ’ )

1 + i2qF 0 a
v +v2 sin29
6 y
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It follows that for identical filters we have the limiting
approximations
( 1

J(1+1i27F/sin 9) (1 + i2nF sin 6)

;5 slow fading

r(Q) = ry(F) = ¢ :

; fast fading

. 2 2 2 2 .2
+ + +
Jl 12'rrF(ue vy)/(v6 vy sin“g)

“~

(2.83)

Note that in the case of fast fading the complex correlation
coefficient of the tone filter outputs depends on the direction
of motion of the airplane while in the case of slow fading it

does not.

2.7 Use of Single-Side-Band Analysis for a Double-Side-Band
System

Although the detailed analysis carried out in Section 2
applies to a single side-band system, we show in this section
that for small phase fluctuations on the received tones the
rms range error for a double-side-band system may be computed
as if it were a single-side-band system at twice the tone fre-
quency if the two side-bands each have the same strength as

the single-side-band.

The complex envelopes of the received carrier and two side-

bands may be expressed as

"j 277(£0+Q)€d nl(t) .
2t
e [1+ Ml(t) + AGd le

w(t) = AGd

(2.84)
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-j2rf £ n (t)
d
-i2m(£,-Q)€ n . (€)
w_q(t) = AGge L e [1 + M_l(t) + -%Eg_] j2acx
(2.86)

where the subscripts 1, 0, ~1 stand for the upper side-band,

carrier, and lower side-band.

The carrier component is invariably extracted with the
aid of a phase locked loop and then used as a reference for
coherent detection as shown in Fig.2.3. The amount of filter-
ing imposed by the PLL is generally much milder than that of
the tone filters because of tracking requirements. In the
case of small phase fluctuations, as assumed here, the PLL
may be modeled as a linear filter on the phase fluctuations.
Then the extracted carrier % (t) may be expressed in the form

-jznfogdejéo(t)

ﬁo(t) = BG4e (2.87)

where

~

By (t) ~ B5(t) ® h(t) (2.88)

in which h(t) is the linear filter representing the phase

locked loop and

no(t)

¢O(t) ~ Im {Mo(t) + } (2.89)

d
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For small phase fluctuations~w1(t) and WLl(t) may be
approximated by

-i2n (£yt)e 38, (t) j2me
Wl(t) ~ AG4e ' Rl(t)e e (2.90)

-j2n(£4-Q)Ey b, (£) -32ncx
W_l(t) ~ AG e R_q(t)e e

(2.91)
where

Rl(t) =1 + Re {Ml(t) + nl(t)/AGd} (2.92)
R_l(t) =1+ Re (M_4(t) + n_l(t)/AGd} (2.93)
8, (t) = Im {M;(t) + ny(E)/AGy] (2.94)
6_,(t) = Im {M_,(t) + n_.q (£)/AG,} (2.95)

The input to the tone filter is given by the coherent

detector output

Re {Wl(t \'7678(1:) +Wi‘1(t)€70(t)}

(B, ()-8 (£))
= BAlGd\2 Re {[Rl(t)eJ 1 0

j<80<t>-¢_1(t5>]ejznn<t-gd)

+ R_l(t)e ] (2.96)
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In analyzing the output of the tone filter we may select
as a new 'carrier frequency' the tone frequency Q. If the com-
plex envelope of the tone filter impulse response is g(t), then

the tone filter output complex envelope zp(t) is given by

- -32 316 (£)-B4(0)]
z,(t) = BA|G, | % 4o R (t)e + O C

118y (£)-_y (£)]
+R_,(t)e ] @ &(t) (2.97)

For high SNR's (direct/additive and direct/multipath) we
may use the approximations (2.92) - (2.95). Thus

3 (8, (£)-B(£))
R, (t)e ® g(t)

~ (L+Re (M, +1,/AG,})(1+3 Im {M; +n,/AG4}) ® &(t)

= 1+ Re {(M; +ny/AG) ® g(t)} +] Im (M; +n,/AC,) ® &(t)]

+ j[Re {M; +ny/AC ) Im {M; +7,/AG,}] @ g(t)
(2.98)

The last term in (2.98) is second order by comparison
with the second and third terms. To simplify our calculations
we shall replace this second order term with another second

order term:
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i(Re (M + ny/AC,} ® g(6))(Im My + 7,/AG,] ® g(t))

(2.99)

If the fading is slow and the additive noise is negligible
the term (2.99) will be identical to the last term in (2.98).
In the other cases of interest (2.99) will be smaller than the
last term in (2.98). One may reason that our replacement can
only reduce the phase fluctuations and resultant rms ranging
error. However this reduction will be small percentage-wise
for the high SNR case considered here.

With (2.99) we find that

3 (b, (£)-B (1)) 116, ()-8, (£ ® ()
g(t) ® (R;(t)e ) ~ R () @ g(t)]e

(2.100)

Similarly for the lower side-band term

3 (By(£)-6_ (1) 318y (£)-6_, (£)] @ 8(®)
g(t) ® {R_;(t)e 1}~ [R_;(6) @ s(t)]e

(2.101)

We now define some new functions
B, (0)® &(t) = U(E) + V(b) (2.102)

¢0 (t) @ g(t) = W(t) (2.103)
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b_,(£) ® s(t) = U(t) - v(t) (2.104)

G(t) + H(t) = Ry (£) ® &(t) (2.105)

G(t) - H(t) = R_;(£) ® g(t) (2.106)
Using (2.102) - (2.106) in (2.100) and (2.101) and the

resultant in (2.97), we find after applying some trigonometric

identities, that the tone filter output is given by

2 -jzﬁmdejv(t)

zp(t) = 2BA\Gd\ e [G cos (U(t)-W(t)) + 2jHsin (U(t)-W(t))]

(2.107)

The second term in brackets is readily seen to be the product
of two first-order terms and thus is of second order. The first term
is real and produces no phase fluctuations. The phase error is
thus given to first-order by V(t) alone and the ranging error e(t)
by '

e(t) m 322 V() = 5omy (By(8) - 61 () ® 8(®)

(2.108)

which may be recognized as the rms ranging error of a single
side-band system utilizing a carrier-side-band separation fre-
quency of 2Q Hz plus identical tone filters of impulse response
g(t). Our heuristic arguments ‘indicate that this system should
provide a lower bound to the effects of multipath on ranging
error for a double side-band system. However our arguments only
apply at high direct path/multipath power and direct path/noise

ratios.
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SECTION 3

EFFECT OF TIME AND FREQUENCY SELECTIVE FADING
ON A PN RANGING SYSTEM

3.1 Introduction

This section analyzes the effect of surface scatter
multipath and additive Gaussian noise on a PN ranging modem.
The assumed channel consists of a fixed component (direct
path) and a time-varying component with Gaussian statistics.
The receiver structure assumed consists of two phase-locked
loops, one tracking the received carrier and one tracking
the received PN code. The ranging error is obtained by com-

paring this derived code timing with a stable reference.

Section 3.2 presents the assumed channel model in more
detail, and Section 3.3 presents the assumed receiver struc-
ture. Section 3.4 presents a general solution for the open-
loop error voltages in the two tracking loops. To obtain
explicit solutions for ranging error, two special cases are
considered. The first case is that of high direct-to-scatter
ratio and high direct-to-additive noise ratio, considered
in Section 3.5. In this case an approximate solution is
obtained analytically which applies to any multipath channel.
The second special case is that of a flat-fading multipath
channel in the absence of additive noise, considered in Sec-
tion 3.6. 1In this case numerical solutions have been obtained
using a computer. These apply for all direct-to-scatter
ratios. 1In Section 3.7 these results are compared with the

results obtained in Section 2 for tone ranging systems.



3.2 Channel Model

In this section we define the channel model which will
be assumed in the subsequent analysis. The channel is as-
sumed to consist of the parallel combination of a non-fading
channel (direct path) and a complex Gaussian WSSUS channel

(scatter path).

Figure 3.1 depicts the assumed mathematical model of
the channel relating input and output complex envelopes.
Direct path delay and attenuation have been set equal to
zero; only the relative delay (td) and attenuation (1Af;)
of the multipath channel are shown explicitly. This results
in no loss of generality. The time variant transfer function

of the fading channel is normalized to unit strength
2 _
|T(E,t)|" =1 (3.1)

so that the parameter y is the direct-to-scatter power ratio.

Also, the time=-variant impulse response
: j2mft
g(t,&) = [ T(£,6)e?“™" af (3.2)

can be shifted in time to have zero '"mean" path delay.

Due to the WSSUS assumption

g*(t,E)g(t+r1,m) = Q(r,£)0(n-¢) (3.3)
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where Q(7,£) is called the tap gain correlation function.

Equivalently,

T*(£,£)T(£+Q,t+7) = R(Q,T) (3.4)

where R(§,7), the time-frequency correlation function, is

the Fourier transform of Q(7,&)
R(Q,7) = | Q(r,6)e 32™% g¢ (3.5)

Following the channel, Gaussian noise is added to the
composite signal, as shown in Fig. 3.1. We will assume the

noise is white, with two-sided spectral density No/2.

3.3 Receiver and Signal Model

The fundamental elements of the PN ranging receiver we have
analyzed are a carrier tracking loop and a code tracking loop. The two
loops are interdependent, since each provides a reference
signal for the other, as shown in Fig. 3.2. Additional cir-
cuit elements necessary for acquisition are not shown, since
they are not relevant to the present analysis of post-

acquisition tracking.

We are assuming a bi-phase-modulated PN signal of the

form
x(t) cos w,t . (3.6)
where x(t) is a sequence of rectangular pulses whose polarity

is determined by a suitable binary sequence. Since we set

the direct path delay equal to zero, the code loop tracking
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error t shown in Fig. 3.2 represents the instantaneous rang-

ing error (expressed as a timing error).

We will define the signal-to-noise ratio p of a ranging

receiver as

- _S_
p_NR (3'7)
o
where
S = signal power (direct path)
R = chip rate of PN sequence
No
5 = spectral density (two-sided) of the noise

However, in writing the signal in the form of Eq. (3.6),

we have set the signal power equal to one-half in order to
avold coefficients in the calculations to follow. In order
to preserve the definition of p we will define the additive

noise density to be

- (3.8)

Before reaching the receiver tracking loops, the re-
ceived ranging signal passes through a bandpass filter
HBP(w). The effect of this filter will be included in the
analysis to follow because a real system would always include

such filtering. 1In calculating specific results, we will

3=6



assume that the filter transfer function is Gaussian. We
will denote the waveform resulting from passing x(t) through
the low pass equivalent of HBP(w) as r(t). 1In the presence
of a direct path only, the multiplier and low-pass filter in
the carrier loop will form the correlation between r(t)

and the local code x(t-te); we will denote this correlation

function by R(te):
R(te) = [ r(t)x(t-te) dt (3.9)

Similarly, the effect of the multiplier and low-pass filter
in the code loop will be to generate the correlation func-

tion S(te):
S(te) = [ r(t)y(t—te) dt (3.10)

In this and all following equations it will be convenient to
use the time variable to represent time measured in fractions

of a chip duration 1/R.

3.4 Open Loop Error Voltages

In order to analyze the steady-state behavior of the
receiver tracking loops, it is necessary to consider tem-
porarily that the feedback path of each loop has been inter-
rupted after the low-pass filter. In this case the error
voltages will be functions of the phase and timing errors
ee and te. We will represent the open-loop error voltages
of the carrier and code loops, respectively, as F(te,ee)

and G(te,ee).
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Dropping the assumption that the loops are open, we
see that in the steady-state both error voltages must be

zero, giving a pair of simultaneous equations

I
o

F(t,,6,) (3.11)

and

G(te,ee) =0 (3.12)
Thus, the ranging error analysis considered in this section
amounts to solving Eqs. (3.11) and (3.12) for t,. It should
be noted that the solutions presented here are steady-state
solutions based on the assumption that the multipath inter-
ference changes slowly with respect to the dynamic behavior

of the receiver PLL's.

In Appendix B it is shown that the open-loop error

voltages may be written as

o 1 =~ 'j(ee-w/Z)
F(te,ee) = R(te) sin ee + :/E R(te-td)Re[zr(t)e 1
TB.
1 Nr
* 3 R (V) (3.13)
and
~ 1 = , -jee
G(te,ee) = S(te) cos 8 + ;5 S(te-td)Re{zs(t)e }
UB
1 Ns
2R (0 (3.14)
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In each of these equations the first term on the right-hand
side is the contribution from the direct path signal while
the second term arises from the scatter path and the third is
due to the additive noise. Before discussing the latter two,
we note that when only the direct path is present, substi-
tution of Eqs. (3.13) and (3.14) into (3.11) an? (3.12) yields

the expected solution:
6 =t =20 (3.15)

Returning to the multipath terms of Eqs. (3.13) and (3.14).
the functions R(t) and S(t) are defined by

R2(e) = [ 1H () |*R*(e-€)S(¢,0) dg dv  (3.16)

and

§2(t) = [J 1H ) |%s%(t=g)S(E,0) de dv (3.17)

where S(¢,v) is the scattering function of the channel and

is given by the Fourier transform of Q(r,{) with respect to

7. The functions ﬁ(t) and S(t) may be regarded as average

code loop error characteristics for the scatter channel.

Also appearing in Eqs. (3.13) and (3.14) are zero-mean Gaussian

random processes zr(t) and zs(t), normalized so that

2 ()% = 1z ®)|% = 1 (3.18)



In general zr(t) and zs(t) are correlated, with a correla-

tion coefficient given by

_ [J st ~tg=E)R(t -t ~£)S(€,v)HE(WIH_(v) dE dv
jﬁ 5% (£t g=£)S (£, [H () | % dg dv [[ R (e -t =€) (£,0) B (v) |2 dg v
(3.19)
Finally, we describe the additive noise terms in Eqs. (3.13)
and (3.14). The real random variables nr(t) and nS(t) have

zero-means and unit variance; they are uncorrelated. Appear-
ing in the coefficients of these terms are the noise band-

widths of the carrier and code loops:

jos]
[

o = J )7 at (3.20)

and

Be, = ] |H (£)|? af (3.21)

Ns

Also we have defined two factors which depend only on the

bandpass filter preceding the loop:

T =5 (£) @ |Hp()| (3.22)
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and
2
U= Sy(f) ® |Hyp(£) | (3.23)

where Sx(f) and Sy(f) are the power density spectra of the

waveforms x(t) and y(t), respectively.

3.5 Hiegh Direct-To~Scatter and High Direct-To~Additive
Noise Case

In this section we consider the special case of high
direct-to-scatter ratio and high signal-to-additive noise
ratio. 1In Appendix C the closed-loop behavior of the re-

ceiver is solved analytically, yielding

S(t.) ,UB
2 L_i.. ) 1 Ns
te a J;-S'(O) Re {zs(t)} T 28'(0) 2pR lls(t)

(3.24)

Since Re {zs(t)} is a real, zero-mean Gaussian variable with
variance 1/2 and ns(t) has unit variance, the mean-square

timing error is given simply by

~2
—_ ST (t,)
g2 =1 2‘1 + 1R g (3.25)
Y 25'4(0) (&%) 83'“(0)

INS

and the corresponding rms timing error (as a fraction of a

chip) by
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1/2

~2
— ST (t,)
d )1 (3.26)

t2=
e

) + L (—3

e G e
Y 25'2(0)°  Po 8s'2(0)

where is the signal-to-additive noise ratio in the band-
Po g

width of the loop filter

R
pn = =— p = (3.27)
0 BNs NoBNs

This may be readily converted into rms range error by mul-
tiplying by the wvelocity of light and dividing by the chip

rate R.

Equation (3.26) clearly shows the effects of both
multipath (first term) and additive noise (second term).
Calculation of numerical values for the multipath term
depends on the detailed nature of the channel scattering
function S(¢,v) through the factor g(te). However, the
additive noise term depends only on the receiver bandpass
filter (through U and S'(0)) and the signal-to-noise ratio
Py As an example, we assume that the bandpass filter
HBP(f) is Gaussian. (Details necessary for calculating the
coefficient of Po in Eq. (3.26) may be found in Appendix C.)
If we also assume that no multipath is present, we may plot
the ranging error as a function of Py for various bandpass

filter bandwidths, as shown in Fig. 3.3.
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Figure 3.3 Asymptotic Performance of PN Ranging in Additive
Noise Alone
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3.6 Flat Fading Case

In this section, we consider a second special case:
that of '"flat" fading in the absence of additive noise.
By the term flat fading we will mean simply that the time-
varying transfer function T(f,t) may be replaced by its zero-
frequency value T(0,t). A direct consequence of this is

that the scattering function assumes the simple form

S(g,v) = 6(£)P(v) (3.28)

where §(t) is the unit impulse and P(v) is the Doppler
power spectrum. Applying this identity to Eqs. (3.16) and

(3.17) gives simplified forms for the average code loop

characteristics:
R(e) = ROOIJ PO |, () 1% a2 (3.29)
5 = s@If Pe)[E,0)% alt/? (3.30)

A second consequence of Eq. (3.28) is that the correlation

Pre between the Gaussian variables zr(t) and zs(t) becomes

P(w)H*(v)H_(v) dv
—_— J r S (3.31)

=8 2 - 2
1 P 8017 av [ 2o IH,0) 1% o
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If we make the further assumption that Hr(u) and Hs(v) are
equal,prS becomes equal to unity, implying that the multi-
path-induced disturbances in both loops (zr(t) and zs(t))

are identical. As a consequence, we may rewrite the open-

loop error voltages (omitting the additive noise contributions)

in the form

F(te,ee) = R(te) sin 6, + aR(te-td) sin (ee-em)
(3.32)
G(te,ee) = S(te) cos ee i aS(te-td) cos (ee-em)

(3.33)

In these equations the multipath angle Gm is uniformly
distributed over (0,2m) and the multipath amplitude a is

Rayleigh with mean-square value

|

o =L e Hw) | @ (3.34)

where

H(v) Hr(v) = Hs(v) (3.35)

When the open-loop error voltages are expressed as in

Eqs. (3.31) and (3.32), the closed-loop equations (Eqs. (3.11)
and (3.12) may be solved numerically for te and ee, given
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values of ¢ and Sm. Details of this solution technique are
contained in Appendix D. These solutions can then be used
to calculate the rms timing error (t§)1/2 by averaging num-
erically over Bm and a. The result of this calculation is
shown in Fig. 3.4. Note that when the loop filters pass the

Doppler spectrum without distortion
2 i 2 _
[ P()|H@)|® dv = |H(0)|" [ P(v) dv = 1 (3.36)

thus the horizontal axis becomes just the direct-to-scatter
ratio y. On the other hand, when the loop bandwidths are

much less than the channel Doppler spread

B

[ P@) HG) | av = PO) [ |HW)|? av = N
N
(3.37)
WN
and the horizontal axis becomes y(E—) where BN is the two-

sided noise bandwidth of the filterNand WN is the two-sided
noise bandwidth of the Doppler spectrum.
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3.7 Comparison of Tone and PN Ranging Performance

3.7.1 1Introduction

In Section 2 tone ranging systems were analyzed; the
present section has analyzed a PN ranging system under the same
conditions. Clearly a comparison of the two systems is nowpossible.
The purpose of this section is tomake such a comparison, in so far as it is
possible with the present analyses. However, an exact comparison would re-
quire that the chip rate of the PN system be specified relative
to the tone separation of the tone system with which it is to
be compared. Because of the dissimilar nature of the spectra
of the two systems, it is difficult to make this specification
without a more detailed knowledge of the bandwidth constraints
which would apply to the two systems. Therefore, in the com-
parisons to be presented here, the tone separation and chip
rate will be left as parameters, so that either system could
be configured to meet a particular operational constraint on
bandwidth. Another important constraint which cannot be spec-
ified at this point is the channel scattering function S(¢,v);
this will of course determine the actual performance of either
system in the presence of multipath. It is hoped that the
comparison to follow will be useful in spite of the fact that
these effects have not been quantified. 1In the future, when
both the channel and the operating constraints are better known,

an exact comparison will be possible.

For simplicity the comparison will be made only for the
case of high signal-to-additive noise ratio and high direct-to-

scatter ratio. Performance with regard to additive noise and
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with regard to multipath are considered separately in Sections

3.7.2 and 3.7.3, respectively.

3.7.2 Performance in the Presence of Additive Noise

The asymptotic performance of a PN ranging system in addi-
tive noise was plotted as Fig. 3.3. The vertical axis is the
rms ranging error as a fraction of the PN chip duration; the
horizontal axis is the ratio of signal power to noise power in

the bandwidth of the code loop filter.

From Eq. (2.46) we see that the corresponding rms error
in the fine delay estimate formed from tones 1 and 3 is

11

—m— (3.38)
2W(f3~f1) /S

In this result fl and f3 are the tone frequencigs and S is the
signal-to-noise ratio at the output of either filter. If we
make the rather generous assumption that only a small fraction
of the total power need be allotted to other tones for the pur-
pose of ambiguity resolution then each of the tones (f1 and f3)
contains one-half the total transmitted power. Thus it seems
reasonable to identify 2S with the (loop filter) signal-to-
noise ratio of the PN system. Figure 3.5 shows Eq. (3.38)
plotted with 2S (in dB's) as the horizontal axis; the vertical
axis is the rms timing error as a fraction of the reciprocal

of the tone separation. This permits direct comparison with
Fig. 3.3 when the tone separation (f3-f1) is equal to the chip
rate of the PN sequence, the total powers are equal, and the
tone filter bandwidths are equal to the code loop bandwidth of
the PN receiver. Under these conditions the performance of the
tone ranging system is equal to that of a PN system with band-

width approximately 1.25 times the chip rate. Clearly, as far
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Figure 3.5 Performance of Tone Ranging System in the
Presence of Additive Noise Alone
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as this measure of performance is concerned, neither system

shows a clear advantage.

3.7.3 Performance in the Presence of Multipath

The first term of Eq. (3.25) gives the multipath perfor-
mance of the PN ranging system for high-direct-to-scatter
ratio as a function of a chip. Multiplying by A? to convert
to a timing error and combining with Eq. (3.17) gives

2
ST (t;-¢t)
2 1 2 d
=—=—7 [[ |H,(0)|" —5 — S(&w) d¢ dv  (3.39)
PN zy(%?z [ |Hg 5'2(0)

ag

To obtain a comparable result for tone ranging we take the
multipath term of Eq. (2.46)

2 1 .2
2 2 oM
2(2m) 7 (£4-£,)° 13

(3.40)

We will assume identical tone filters so that oi is given by
13
Eq. (2.48); combining with Eq. (2.40) we have

Z - L
£

o 5 [[ R(O,T)Rh(r) dr -

(2m) % (£4-£1) %

~j2m (£ -£4) (£ ~8,)
Refe L TR 1| R(fB-fl,T)RhﬂT) dr]

(3.41)
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Making use of the transform relationship between R(§,7) and

Q(r,t), (Eq. (2.6)), this may be put in the equivalent form

-j2m(£,-£,) (£ -€,+E)
2 _ 1 ; RE{Ij [1-6 173 s =d ]

2
: (2n)2(f3-f1) g

Ry (1)Q(r,£) dE dr} (3.42)

which is equivalent to

2
sin“m(f,-£,) (£ .~& +E&)
0§= - 5 I : 32 e S(E,V)\H(u)\zdgdu
2(f3-f1) Y i

(3.43)

The similarity between this result and the corresponding result

for PN ranging (Eq. (3.39)) is apparent.

In comparing Eqs. (3.43) and (3.39) note that the delay
Es-gd appearing in Eq. (3.43) has exactly the same meaning as

the delay td appearing in Eq. (3.39) except that t, is normal-

ized to the chip rate 1/A. Furthermore, it is reagonable to
assume that the tone filters will be identical to the code loop
filter of the PN receiver since both will be designed to pass
the Doppler spread of the direct-path signal. Thus the factor
\Hs(v)l2 appearing in Eq. (3.39) will be identical to the fac-
tor \H(v)\2 appearing in Eq. (3.43). So, for a given scattering
function, only two factors will distinguish performance of the
two systems. First we have the factor (f3-f1)2 appearing in

the denominator of (3.43) and the factor 1/A? appearing in the
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denominator of Eq. (3.39). As discussed previously, we are con-
sidering the chip rate 1/A and tone separation to be parameters
for the purpose of this comparison. However, it is clear that
increasing one relative to the other will tend to improve the per-
formance of the corresponding system. (However, there are situa-
tions in which increasing the chip rate or tone separation will
not result in a net improvement in multipath performance.) Second
we have the factor JE sinzn(fl-f3)(gs-gd+g) appearing in Eq. (3.13)
and the factor SZ(tZ_g)/S,Z(O) appearing in Eq. (3.39). The great
similarity of these two factors is apparent from Fig. 3.6. Of
course, the horizontal scale of either factor must be expanded

or contracted as the chip rate or tone separation is varied. How-
ever, it is clear that for chip rate equal to tone separation the

performance of the two systems will be approximately equivalent.

The results in this section may be simplified for the special

case wherein it is assumed that the bandwidth of the tone filter or
PN code loop filter is much greater than the Doppler spread.
Setting le(v)\2 = 1 in Eq. (3.39) gives

2
87 (tq=¢)
2 1 d
ol = f Q(e) de (3.44)
A7 SR (O

where Q(¢) is the multipath delay power spectrum. An equivalent
result for the tone system is obtained by setting Rh(T) = 6(1)
in Eq. (3.41), giving

02 = - [1 - ﬁe {R(£

Foam?E,-t)%

3-f1,0)e

(3.45)
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SECTION 4

SIGNAL DESIGN CONSIDERATIONS
FOR A FAST FADING RICIAN CHANNEL

4.1 Introduction

The problem of obtaining reliable communications over a
Rician channel will be addressed. The channel model parameters
will be discussed in Section 4.2, some modulation approaches
will be discussed in Section 4.3, and advanced signal design
concepts (integrated coding and modulation approaches) will be
discussed in Section 4.4. 1In Section 1.5 some assumptions on
channel model parameters will be made so that preliminary per-
formance estimates can be made for a narrow-band airplane-

satellite channel.

4.2 Channel Model Parameters

A channel model will be assumed which is characterized by

the following three parameters:

E

ﬁh = the direct path signal-to-noise ratio in a band-

o width equal to the data rate in bits/sec, or
equivalently, the energy per information bit

divided by the noise power density.

y = the ratio of the direct-to-scatter signal-to-
noise ratio

= the ratio of direct-to-scatter signal powers

iB

the complex correlation coefficient between suc-
cessive signaling pulses

re

The fading will be assumed to be a complex Gaussian and the addi-

tive noise will be assumed to have a flat spectrum.
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The direct signal-to-noise ratio can be written in terms
of the direct energy per signaling pulse E, and the (one-
sided) noise power density No’ as

P
£ __d 4.1
N N D ( )
o o
where Pd is the power received by the direct path and D is the
data rate in bits per second. A signaling format of one bit per

pulse is assumed so that E = E However, when an error cor-

b
recting code of rate R < 1 is utilized and the data rate D is
maintained we have

RP Eb
= R(ﬁ—) (4.2)
o o

The received power is still P, but the energy per signaling

pulse is reduced by the factoi R due to the increase in sig-
naling bandwidth required to accomodate the code. The direct
energy per information bit Eb = 7% is fixed regardless of the
particular code rate.

The ratio of the direct-to-scatter path y can vary from
v=0 for a Rayleigh fading channel to y — « for a non-fading
channel. However, the results will be written in terms of
direct path energy that would follow from a link calculation.
For our problem a direct path value for Pd/NO of 46 dB will

be assumed.

The correlation coefficient réJﬁ between successive
signaling pulses follows from the normalized fading spectrum

assumed to be given by
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2
£
-2(3)
2_, B 4.3)
B/27

which yields a correlation function

S(f) =

ZBZTZ

R(r) = exp (- % U (4.4)
For a pulse length of T
r = exp (- % w2B2T2) ; B=0 4.5)

where B is the RMS Doppler spread. Note that if the Doppler
spread is defined as the frequency separation between half-
power points, we have a half-power fading bandwidth BHP =
B/24n(2) = 1.18B, which is almost equivalent to the present

definition.

4.3 Modulation Approaches

The decision statistic for DPSK modulation can be
written in terms of the direct component A, the fading com-
ponent R, and the additive noise component N, as

V=A+R+N (4.6)

where the above variables are all complex. Their power

values are given by

AA* = P (4.7)
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E[RR¥] (4.8)

P
s
N
2
T

E[NN*] 4.9)

The corresponding previously defined signal-to-noise ratios

are

E TP

b __d (4.10)

N N

o )
and
P
=4
Y =3 (4.11)

The reference statistics for DPSK modulation obtained

from the previous baud is given by
Vi =A+R' + N (4.12)

where N' is independent of N and the complex fading variables

R' and R are related by
E[R'R*] = relP (4.13)

The effects of the time variations in R can be modeled

exactly by assuming

R = e-jﬁ/zRO + z (4.14)
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and

R' = e+jB/2R0 + 7' (4.15)

where Ry is the completely correlated part of R and R'
(apart from a possible phase shift B) and Z and Z' represent
zero mean uncorrelated parts (independent for complex

Gaussian) of R and R'. Thus we have
-jB ! = =
e E[RR'*] E[RORgl rPS (4.16)
The variance of independent portions of R is given by
E[zZ*] = E[(R-RO)(R*-Rg)] = Ps(l-r) (4.17)

For the subsequent calculations we assume g=0. Using
the above results we can reduce the fast fading results to

an equivalent slow fading result by noting that

V=A+R+N=A+ RO + 2 + N (4.18)

where the equivalent direct signal-to-noise ratio is

E P P

_b _ d _ d
(No)eq ~ E[Zz*] + E[NN*] N, 19)
PS (l-r) =+ —'f_
. Eb
which can be written in terms of the N and vy
(o]
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A somewhat more efficient method of interleaving the
transmitted data is illustrated on Fig. 4.2 where the infor-
mation digits rather than the encoded data is interleaved.
Part a) of this figure shows a conceptual implementation
using L individual (N,K) encoders. Part b) shows an ef-
ficient implementation for a cyclic block code whose genera-

tion polynomial is given by g(x) = 1 + g1x + g2x2 + ...
N-K-1 XN-K

By-k-1% + The basic storage for this type of
interleaver is (N-K)L bits which yields a considerable sav-
ings for high rate codes (R = % > %).

Depending on the actual channel parameter, the feas-
ibility of using an interleaver such that code letters are
statistically independent will be determined. Actually,
even if code letters are partially correlated, decoding with
channel measurements can yield a significant gain dependent
on the channel parameters to be measured. The extent of this

gain is beyond the scope of this preliminary analysis.

Given that code letters are statistically independent
we can bound [4.2] the performance of an (N,K) code of mini-
mum distance d by ndpd(1-p)N'd < P_(block) < ()P, (dth-
order diversity) when channel measurement information is
used in the decoding process. The raw (before decoding) bit
error probability is given by p and ny represents the number
of code words of minimum distance d in the given (N,K) code.
The upper bound is written in terms of a coefficient times
the error probability of d'tH order diversity which has al-
ready been derived for the slow fading Rician channel [4.1],
[4.3].
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An approximation to the bit error probability in a given
code block is given by

P Pe(dth-order diversity) (4.21)

e~ N "a
To obtain the above we assume an erroneous code block has d
bits of N digits in error and that the block errors result
from the ny nearest neighbor., Intuitively, these assumptions
become more realistic as the signal-to-noise increases. How-
ever, to obtain the exact performance, computer simulations
for a selected code and given decoding algorithm will be

necessary.

To use the above approximation for an arbitrary code of
rate R we simply have to replace Eb/N0 in the previously derived

expressions for a Rician channel with dth-order diversity by

E
(=2)R
E No
(ﬁfﬂ = = (4.22)
oeq ]_+_§1;r2 (ﬁg)R
o]

E P i
In the above . -ND which is the direct path signal-to-noise ratio
0.
that is actually refeived whether or not coding is employed. The
. . ; . . Ex_, N
signal-to-noise ratio per pulse is given by (E_) and is related to
o}

Eb/No by (4.2).

In addition to the above expression a first-cut estimate
of the performance gain can be obtained by using known sim-
ulated results for specific codes. Unfortunately, the re-

sults given for decoding with channel measurements are only
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for the Gaussian or the Rayleigh fading channel [4.2]. These
results are plotted on Figs. 4.3 and 4.4 in terms of p, the
raw error before decoding and Pe, the bit error after decod-
ing. The signal-to-noise ratio is held fixed for each com-
parison and thus the results are a function of E/No, rather
than Eb/No = (é%)(%). The significant point to notice from
these results is that the error performance coding gain

(p/Pe) are only about a factor 2 to 3 greater than for the
Rayleigh fading channel when both channels are compared for
the same values of p. (The value of E/NO is, however, sig-
nificantly different for a given value of p.) Table 4-1

lists this coding gain as a function of the value of p. These
results can be used to predict the performance for the Rician
channel (which, depending on y, is somewhere between the
Rayleigh and Gaussian channel) by finding the value of p for

a given set of values of Eb/NO, v and r and estimating the value
of Pe from Table 4-1 or Figs. 4.3 and 4.4. An example of

this first cut performance estimate is given in 1.5.

4.4.2 Multiple Rate Codes and Adaptive Decoding

A fairly new coding technique will be discussed in this
section which, again, depending on particular channel para-
meters, may be an important candidate. This particular tech-
nique requires considerably less storage than interleaving
since code letters need not be statistically independent.
Indeed, this technique is quite robust since the decoder adapts
to the channel conditions by changing the decoding algorithm
to match the estimated error behavior. Actually much of the

advantages obtained by feedback communication links are
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Table 4-1

ERROR PERFORMANCE CODING GAIN FOR THE
GAUSSTAN AND RAYLEIGH FADING CHANNELS

B P
P P
e e
Gaussian Rayleigh
P Channel Fading Channel
1071 7 14
-2
8 x 10 25 62
-2
6 x 10 85 200
4 x 1072 700 1,500
3 x 1072 2,500 6,000
2 x 1072 14,000 50,000
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obtained by this forward error correcting technique which

does not require a feedback link. The use of channel mea-
surement information to enhance the effectiveness of these
multiple rate codes is also discussed in this section. Since
this technique is fairly new [4.4], [4.5]1, [4.6], [4.7], [4.8],
the encoding and decoding procedure as developed by D. Chase
in [4.4] will be described in detail in the remainder of

this section.

Encoding Procedure

The encoder for a multiple rate code is designed so
that, depending on channel conditions, a given code can be
decoded in several ways such that various amounts of informa-
tion digits can be abstracted from it. For example, under
normal conditions N/2 information digits are abstracted from
a rate 1/2 code of length N. However, if a block of data
containing N digits, and N/2 information digits, is lost due
to a burst condition, the N/2 information digits are recovered
from two later blocks by obtaining an extra N/4 information
digit from these two later blocks. Thus, in this example, the
code can be decoded as a rate 1/2 (N,N/2) code, as well as a
rate 3/4 (N,3/4N) code

In the general case we will assume a basic code of
length N with K information digits. This (N,K) code will
also have the property that it can be decoded as a higher
rate code denoted as an (N,K+K1) code. The K, added infor-

1
mation digits have the property that K1 divides K%, i.e.,

“If this condition is not met we can still use multiple rate
codes with u chosen as the smallest integer greater than K/Kl'
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K = uK1 (u is an integer) (4.23)
and K1 is less than or equal to the number of parity digits,

i.e.,
K, < N-K (4.24)

For this case the basic code rate, as viewed by an ex-
ternal interface, is K/N, but during burst correction, it is
decoded as a rate (K+K1)/N code. It should be pointed out
that there may be some advantages in treating a code that
can be decoded at a basic R = K/N and several other higher
rates such as Ry = (K+K1)/N, R, = (K+K1+K2)/N, etc. How-
ever, our primary emphasis will be on a two-state multiple
rate code since the complexity grows as the number of decod-

ing rates is increased.

A block diagram of an encoder for a multiple rate code
is given in Fig. 4.5.in terms of the parameters N, K, K1
and u previously defined. The first step is the generation

of the basic (N,K) code given by

%o = LBy g = LG (4.25)
where G is a K x N generator matrix and I, is a 1 x K infor-
mation vector. Actually, for a cyclic code the generator of
XN can be achieved with either a K or (N-K) stage register

with the appropriate feedback taps.
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In addition to the basic (N,K) code, an(N,K+KO) code
is generated from several past information blocks. The

actual information input to this encoder is given by

1® -1 91? .. 01 (4.26)
R YRR S “Ki-uB

where B represents a delay of B code blocks, which is the

number of blocks protected against a burst. Thus, the actual
input to the (N-K,K,) encoder contains I( )
1(2) from 2B blocks in the pastland finally I(u)

K
from uB bloc%s in the past as illustrated by the fan for

from B bloecks in

the past,

XN shown on Fig. 4.6. The output of this encoder can be
written as

2% = L6 (4.27)

1 1

where G1 is a K1 x (N-K) matrix used to generate the (N-K,K,)

code.

The final output of multi-rate encoder is given by

(e) = X D0y xl\(]e)—; Beo @glgfl)( (4.28)

The notation O, is used to represent a sequence of K zeroes

: (o)
which precede XN-K'

K information digits, intact, but the parity digits are

modulo-2 added to )_(b(l‘fl)(

The sequence §ée) contains the original

This final output code word can be
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after the initial delay, a constant flow of data is delivered

to the user.

Normal Decoding Mode

A block diagram for the normal mode of operation is
given in Fig. 4.7. For simplicity in notation the input to

the decoder is assumed error-free.

On this figure we reconstruct Xéf% from the appropriate
portions of the information blocks decoded B, 2B, ..., uB
(e)

in the past. The reconstruction of I is done in the ex-

act manner used in the transmitting sE%tion. This particular
configuration is attractive due to its analogy to the de-
coder (especially for half-duplex operation); however, the
net storage required by the decoder is (u+l) KB bits. For a
typical case u=2 and thus the configuration shown in Fig. 4.7
represents a 50% increase in storage of a configuration re-
quiring only uKB bits of storage. Note that the minimum
storage required is uKB since the information sequence is de-

layed by uB blocks with K information bits per block.

A configuration which minimizes the storage requirements

is illustrated in Fig. 4.8. The reconstruction or encoding

of Lée) now requires a storage of D + 2D + ... + uD which is
equallto (ut+l) % D = (E%l) KB for u even or odd. This stor-

age is more than the KB bits required for the encoder shown
on Fig. 4.5 and for the reconstruction shown on Fig. 4.7.

However, configuration #2 does minimize the net storage re-
quired even though the technique of just generating L(e)

K
not lead to minimum storage for that particular operat}on.

does
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Xy

(N Input
Digits)

Figure 4-8.

it I
(N,K)
33;3 P(e) b Decoder
IN-K /) IN-K
(e)
EN-K
Data MUX
lél) Lé2l.. léu)
1 1 1
(N-K,Kq)
Encoder
i o
1
Decoded Data
is Fed Back
(u)
lKl-uB
Ix-up
S
(2) Data (K Output
Total Storage Required = LK ~uB MUX Digits)
uKB (D=K1B and K=uK1) 1
[(u-2)D]
— (D
(1)
I
KlwuB

Block Diagram for Decoding at R = ¥N - Configuration #2
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Either configuration shows that in the normal mode we
essentially have the performance of an (N,K) decoder. The
effect of feeding back incorrect data has been shown in some
special cases to have a negligible effect on error propaga-

tion. However, this topic deserves further investigation.

Burst Correction Mode

Any time during the normal mode of operation the (N,K)
decoder can declare that a given block is likely to be de-
coded incorrectly and thus correction will then be attempted
by the burst correction mode. The data lost in a given block
is recovered in u steps from B, 2B, ..., uB future code blocks.
To determine which future blocks contain information about
the lost block a burst correction signal is generated as
shown on Fig. 4.9. The storage requirement necessary for the
burst correction signal to appear at the appropriate blocks,
which span uB code blocks, is uB bits. Thus, the total stor-
age required for burst trapping decoding is (K+1) uB bits

where bursts up to NB channel digits can be corrected.

Since generally the error correction capabilities of
the (N,K+K1) code used for burst correction is less than that
possible for the basic (N,K) code a careful optimization is
necessary to decide on the criterion for declaring a burst.
However, once a burst is declared, one wants to obtain maxi-
mum error correcting capability from the (N,K+K1) decoder.
Thus, if available, channel measurement (soft decision)
should be utilized to enhance the error correcting capability

of this code. The required channel measurement information

necessary for decoding need not be delayed since there is no

delay in decoding the (N,K+Kl) code. The question as to how

4-25



Ix _ (Normal Output Inhibit if

I
=K
=1 (N,K)
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effective channel measurement decoding is for the basic (N,K)
code is also a subject which requires a certain amount of

investigation.

A configuration for burst correction is illustrated on

Fig. 4.10 for the case when the first K1 information digits

(D

of the lost block are recovered. This recovered data, I I g

is fed forward into a delay line of (u-1)D bits so that

it arrives at the data mux #3 after a delay of uD = KB bits
which is equivalent to a delay of uB blocks. The lost data
are recovered by receiving the first burst correction sig-
nal (after B blocks) which opens the first delay line D after
data mux #2 and connects the (N, K+K ) decoder into the re-

ceiving circuit. Since T{ )B is not fed into the (N~K,K )
encader, its code word (1)BG1 is not removed from E(e)
Note that '
(e) _ (1) (2) ()
XN—K (I EF)IK ZoB D @LK uB)G1 (4.31)
1 1 1
which, by the linear properties of a group code, becomes
(e) _ (1) (2) (1)
Xyx = Ix 801 P Ix 2861 + @ Iy _,p61 (4-32)
1 1 1
Thus, by omitting Ié % from the encoder input, we remove the
(N=K) letter code word Ié %Gl from the output. The input to

the (N,K+Kl) decoder is then given by

L .
Iy @ IKl 561 (4.33)
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)
K-B are recovered

1
and I, and I(
_.K —
In order to recover the entire code word lost, this
process is repeated B times, corresponding to the burst cor-

rection signal shown in Fig. 4.9. The second step is the

recovery of léZ)ZB which is achieved after 2B blocks by open-
1-
ing the 2D delay line after data mux #2 and feeding the burst

corrected signal LéiZZB into the (u-2)D delay line before

data mux #3. The last step is the recovery of léizuB

after uB have been received so that it appears at the input

just

of mux #3 in time to complete the reconstruction of I, ..

before the information block is delivered to the user.

For synchronization of the decoder it is not necessary

to know when the encoded sequence starts. One can operate
the decoder in the (N,K+K1) mode without feeding back zéf%
(which is unknown initially) so that the decoder will deter-
mine I which is fed into data mux #2, and L(e)

K
ignored. After operating in this mode for uB 1blocks the de-

which is

lay lines following data mux #2 are updated and the decoder
can then go into the normal (N,K) decoding mode and feed back

a valid estimate of _(f%. Also, the initial block sync for

the (N,K+K1) code can internally be achieved by the decoder
if this signal is unavailable and thus the burst trapping

decoder can readily be interfaced with the modem.
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SECTION 5

THE MEASUREMENT AND REPRODUCTION OF A
TIME-VARTANT LINEAR CHANNEL

This section discusses in some mathematical detail the
problem of measuring and reproducing in the laboratory the
behavior of a real time-variant linear channel. Such a re-
production can be an extremely powerful tool for the develop-

ment and comparative evaluation of modems.

The first implementation of such a system was carried
out at Fort Monmouth for the HF channel under the direction
of B. Goldberg [5.1] as a by-product of the Rake
implementation of Price and Green [5.2]. Subsequent imple-
mentations were developed under the direction of P. Bello
for mobile ground-ground 50 Kc VHF and UHF channels [5.3],
[5.4] for the U.S. Army and the Department of Transportation.

In the following discussion a particular method of
channel probing and a particular method of channel playback
(reproduction) are considered. While the number of possible
channel measurement techniques is quite large, the measurement
errors for optimized systems are not significantly different
(see the comparison of measurement techniques by Bello and
Esposito [5.5]). Thus the choice must rest upon practical
considerations such as power utilization,efficiency, cost,
and complexity,in addition to the basic requirement that
the channel measurements be suitable for recreating or play-

ing back the channel at some future date. A consideration

“Part of the material in this section was written by P. Bello
under Contract DOT-TSC-84.

5-1



of these factors leads to the use of a PN cross-correla-
tion prober for channel measurement and the use of a tapped

delay line for channel reproduction as the preferred approaches.

5.1 System Description

Figure 5.1 defines the basic signal processing opera-
tions of the probing system. A periodic probing signal with
complex envelope z(t) is filtered at the transmitter by IF
and RF filters prior to transmission. All the filtering
operations in the transmitter are lumped together as one
filter, called the transmitter filter, which has impulse
response hT(t). The propagation medium is represented by
the complex time-variant impulse response h(t,7) and the
additive noise by the complex process n(t). All the linear
operations in the receiver prior to the correlation opera-
tions are lumped together into one receiver filter with
impulse response hR(t). The output of the filter is fed to
a number of parallel correlators, only one of which is shown
in the figure. Complex notation is used to describe the
correlation operation as a multiplication of the receiver
filter output by the complex conjugate of a shifted probing

signal,followed by a complex low pass filtering operation.

Channel playback is achieved with a tapped delay line
as shown in Fig. 5.2. The complex time-varying multipliers
are just equal to the low pass filter outputs of the corre-
lators. These outputs are estimates of the impulse response for

uniformly spaced values of delay separated by A seconds.
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5.2 Formulation of Prober Output

The complex representation of the receiver filter out-
put in the absence of noise is given by the sequence of

convolutions

w(t) = 2(r) @ hy(r) @ h(t,m) @hy(r)  (5.1)

where @ denotes convolution. We assume that the time-constants of
hT( ) and hR( ) are very much smaller than the fading time

constant. In this case one may lump the transmitter and re-
ceiver filters together, i.e.,

w(t) = z(7) @ e(r) ® h(t,r) (5.2)

where e( ) is the impulse response of a hypothetical filter,

called the "equipment" filter,

e(r) = h.I.('r) ®hR(T) (5.3)

which represents the combined filtering operations of the

transmitter and receiver.

The combination of the equipment filter and the chan-
nel impulse response h(t,r) may be regarded as an equivalent

channel impulse response

g(t,r) = e(r) @ h(t,) (5.4)

so that (in the absence of additive noise)

5=5



w(t) = [ z(t=1)g(t,r) dr (5.5)

and the complex low pass filter input is given by

u(t) z%(t-n) [ z(t-1)g(t,T) dr

[ z*(t-n)z(t-1)g(t,r) dr (5.6)
Alternatively, the combination of the equipment filter
and the probing signal may be regarded as an equivalent
probing signal
y(t) = e(t) @ z(t) (5.7)
so that (in the absence of additive noise) the received signal

w(t) = [ y(t=r)h(t,r) dr (5.8)

and the complex low-pass filter output is given by the equiv-

alent form

p(t) = [ z¥(t-n)y(t-r)h(t,r) dr (5.9)
The probing signal is assumed to be periodic with
period T. Thus the product z*(t-n)z(t-r) in (5.6) is also

periodic with period T and may be expressed in a Fourier series

ji2nm % t
z¥(t-n)z(t-1t) = T Cne (5.10)
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where

1 T/2 -j2m % t
C,6 = T [ z¥*(t=-n)z(t-7)e dt
-T/2
n
-i2m = n
= X(n-7, %)e B (5.11)
where
T/2 .
X(60) =% [ zx@z(e+e)e ™ ar (5.12)
-T/2

is the periodic complex ambiguity function of the probing

signal.

Using (5.10) in (5.6)

jom 3 (t-m) 0
u(t) =T e | x(n-7, DPelt,r) dr
n

(5.13)

Alternatively we note that the product z*(t-n)y(t-7)
in (5.9) is also periodic with period T and may be expressed

in a Fourier series

j2m % t

z¥(t-n)y(t=7) = T Dne (5.14)

where



T/2 -j2rm L

Dn = %‘I z*(t-n)y(t-T)e T dt
-T/2
, T/2 -j2m % t
s I z*(t=-n) [ z(t-x)e(x) dx e dt
-T/2
-jom 2
= X(n-1, De T (5.15)
where
X(E,v) = X(&,v) ® e(t) (5.16)

is a delay smeared version of the complex ambiguity function
of the probing signal. Thus we have the alternate expres-

sion to (5.13) for the correlator output,

jom 3 (e=m) . |
u() =Te [ X(m-, Ph(t,7) dr
n

(5.17)

Each of the integrals in (5.13) and (5.17) varies with
both time and the variable 7n. The rate of variation with
time is controlled by the channel fading rate and equals
the Doppler spread of the channel, Bmax' The phasor
exp [j g%n t] in (5.13) and (5.17) shifts this spectrum to
the frequency n/T Hz. Thus u(t) consists of a set of fre-
quency bands centered on multiples of 1/T Hz, the repeti-

tion rate of the probing signal.
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The strength of the component at n/T Hz, P, is given

by

Pn(n) = ff 2*(n-T, %)%(n-TZ’ %) h*(t,Tl)h(t,Tz) dTl de

(5.18)

Assuming a wide-sense-stationary-uncorrelated scatter-
ing (WSSUS) channel

h#(t,m,)h(t,7,) = Q(11)6(1,-7¢) (5.19)

where Q(Tl) is the channel's delay power spectrum. Using
(5.19) in (5.18),

P (m) = [ \X(n-r, B1%Q(r) ar (5.20)

When the smearing effect of e(:) in (5.16) is small

and
() ~ [ |Xn-7, B |%Q(r) dr (5.21)

To obtain an estimate of the size of Pn relative to

PO’ the strength of the desired signal, we must generally

assume specific probing waveforms and delay power spectra.

For the case of a probing signal consisting of a period-
ic sequence of N bi-phase modulated rectangular pulses of
o With (0, 180°) phases following the (1,0)

designations of a maximal length shift register sequence,

duration T

it is readily shown that [5.7] for large N
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x(e.) 12 < £ 10,0017 (5.22)

so that
P <= |x(0,001% [ Q(r) ar (5.23)
n—N ? ’

Consider now the desired term corresponding to n=0 in
(5.13) or (5.17):

g(t,n) = [ R(n-7)g(t,r) dr (5.24)

where

T
R() = X(1,0) = [ 2#(t)z(c+1) dt = R(T+T)
0 (5.25)

is the autocorrelation function of the probing signal.

Note that the autocorrelation function of the periodic prob-
ing signal is also periodic with the same period. 1Ideally
R(r) consists of a set of impulses. Then, g(t,n) would
consist of a periodic repetition of g(t,r) along the T

axis. It is clear that the period of the ideal probing sig-

nal must exceed the duration of g(t,T) to avoid overlapping

of periodic repetitions of g(t,r). Due to bandwidth limita-

tions R(r) will not be an impulse train and g(t,n) will
consist of a periodic repetition of smoothed (on 7) versions
of g(t,n). Thus the period T must exceed the duration of
this smoothed g(t,n). In the realization of the prober T
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is always chosen much larger than the duration of the smoothed
g(t,n) and the correlators sample the non-zero portion of

one period along the 7n axis of g(t,n). It is then sufficient
to deal with a single period of R(7r), say RO(T), and use

samples of

go(t,m) = [ Ry(n-m)g(t,r) dr (5.26)

along the 7m axis as representations of the correlator outputs
for the desired term in (5.13) and (5.17) at n=0.

The strength of the estimated impulse response at a

particular value of 7 is given by (from (5.25))
2
P0 ~ [ |R(m-1)17Q(7) dr
~Qm) [ IR() |2 dr (5.27)

where we have assumed that the autocorrelation function R(7)
looks ''impulsive'" by comparison to Q(r). Thus for the PN
waveform the ratio of the strengths of the desired term to

the n'th undesired term at the correlator output is given by

2
P R(r)|" dr
P_o2 Q(n) ) I - N (5.28)

n [ Q(r) dr R (0)

For a rectangular delay power spectrum of length L
and a probing signal of rectangular power spectrum with
width W, (5.28) leads to
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P
0_ N
Pn Z UL (5.29)

Assuming that the spurious terms corresponding to n#0
in (5.13) and (5.17) have been eliminated by filtering, the
set of correlator outputs may be represented conveniently

in the impulse sampled form

E(t’n) = éo(tan)l(n) =I éo(t,kA)G(ﬂ'kA)
(5.30)

where
I(n) = T 6(n-ka) , (5.31)

A is the sampling interval along the n axis, and éo(t,ka)

is the complex representation of the k'th correlator output.

We turn now to a frequency domain analysis and define

the Fourier transforms

8o (£,8) = [ Bolt,me 2™ ag (5.32)
G(£,t) = [ glt,me 32N 4y (5.33)
H(E,t) = | h(t,me 2™ ap (5.34)
Po(£) = [ Ry(r)e 2™ ar (5.35)
E(E) = [ e(r)e 32T 44 (5.36)
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where ao(f,t), G(f,t), and H(f,t) are time-variant transfer
functions, PO(f) is the spectrum of one period of the prob-
ing signal autocorrelation function, and E(f) is the transfer

function of the equipment filter. From (5.2) and (5.24)
G(f,t) = E(f)H(E,t) (5.37)
@O(f,t) = P (E)E(E)H(E,t) (5.38)

Using the appropriate sampling theorems the transform

of the sampled function g(t,n), given by,
. = -jonf
G(g,t) = [ Bt,me 17T an (5.39)

is expressible as

e il n n n
G(E,t) =2 2P (F-B)E(F-D)HE -2, £)  (5.40)
A . 0 A A A

If aliasing is to be completely avoided then 1/A must
be larger than the bandwidth of Po(f)E(f)H(f,t). If E(f) is

flat compared to Po(f) and the rectangular PN sequence is
chosen for probing, a choice of A = half the pulse width will

usually reduce the aliasing to sufficiently low levels.

5.3 Operation of Channel Playback

The impulse response of the tapped delay line in Fig.
5.2 is just equal to the impulse sampled impulse response
g(t,n), Eq. (5.30). We concern ourselves in this section

only with the effectiveness of operation of the tapped delay
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line channel playback. For correct prober operation this
periodic transfer function should behave just like the pro-
pagation medium over a limited bandwidth F about £=0, i.e.,

G(E,0) ~ £ P(DE(DH(E,L) 5 |£] <F/2

~ H(f,t) (5.41)

or

P(f)E(f) = constant g |£] < F/2

For a single path, i.e.,

H(f,t) =1 (5.42)

the stored channel transfer function becomes

re . o .o . =
G(f,t) = zPO(f A)E(f A) . H(f,t) = 1

(5.43)

1
A

This representation of the spectrum ﬁ(f,t) is shown in Fig.
5.3. 1If only the interval |f| < F/2 is to be free of alias-
ing, then the spectral width of Po(f)E(f), W, must satisfy
the inequality

W<=<-F (5.44)

2
A

5-14



yied oT3UIS J10F [9UUBRY) Palo3l§ JO UOTIIDUNJ JIOFSUBI]L

"¢-§ oan31g

~|d

d—s

<

5-15



On the other hand if aliasing is to be totally prevented

W< (5.45)

1
A
Since F will be a fraction of 1/A, (5.44) allows the use of

a larger bandwidth probing signal.

In order for the channel playback to work correctly all
samples of @O(t,n) vs. n of significant size should have been
measured by the prober. The duration of go(t,n) vs. M
depends upon both the duration of the propagation medium
impulse responses and the duration of the time constants
associated with the terminal equipment. From Eq. (5.38) we
see that the latter time constants are embodied in a single

hypothetical filter with transfer function
K(f) = Po(f)E(f) (5.46)

and impulse response

-j27nft

k(t) = | R(f)e dt (5.47)

The system designer can control k(t) to have as small
duration as possible consistent with the bandwidth con-
straints (5.44) or (5.45).

5.4 Pseudo~Random Probing

We examine somewhat more closely the case in which the
probing signal consists of a periodic sequence of N bi-

phase modulated rectangular pulses of duration'Towith the
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(0, 180°) phases following the (1,0) designations of a maxi-
mal length shift register sequence. Then it is readily cal-
culated that [5.7]

= Tyi (& Iy 1 . NI ¢
RO(T) = Tri (TO) 1 + N) N |t 5_2- ok
(5.48)
where we have normalized
T ——
L jaw))® e =1 (5.49)
0
and
{1-1x[} 5 Ixl<1
Tri(x) = (5.50)
0 : x| > 1
From (5.26)
Bo(tsm) = (L+5) | rri (FDg(e,r) dr
- £ [ 8le,1) dr (5.51)

We may compute the relative strengths of these terms
for a WSSUS channel [5.6]. These calculations are facilitated
by noting that the first integral may be expressed in a dif-

ferent form due to the convolutions comprising g(t,r),
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Tri(y) @ g(t,+) = k() @ h(t,*)

[ kl(n-r)h(t,T) dr (5.52)
where
k (1) = [ Tri(IT;(f‘)e(g) de (5.53)

Neglecting the 1/N in the first term in (5.51), the

average strength of this term becomes

JI ) n-1 )k (n-1) h*(t,7)h(t,7,) dry d7y

(5.54)

The WSSUS property is

h*(t:Tl)h(t’Tz) = Q(TI)G(TZ'T]_) (5-55)

where Q(Tl) is the delay power spectrum of the channel.
Thus (5.54) becomes

2
[ 1ky(m=1)|7Q(r) dr (5.56)
When there is significant multipath spread, which is
the case of interest, kl(-) should look impulsive compared

to Q(r) and the above integral should be approximately

J kg () 1% dr Q) (5.57)
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The second integral in (5.51) may be expressed in the

form

il

[ g(t,7) ar = [[ e(¢-T)h(t,£) dg dr

[ e(r) dr [ h(t,¢) de (5.58)

and its average strength by

[ e(r) dr|? [ Q(r) dr (5.59)

The ratio of the strength of the first term in (5.51)

to the second term is then

2
2, L1 e g
[ e(r) dr|* [ Q(r) dr

pC_

(5.60)

Let us consider each of these ratio's separately. Each of
the integrals in the first ratio may be expressed in the fre-

quency domain:
[ e(r) ar|? = |E0) |2

[ 16y ())* ar = T2 [ |E(D)|? sinc® £Taf

(5.61)
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The noise bandwidth of the spectrum \E(f)\2 sinc4 fTO

is just equal to the ratio

[ 1E©))|? sinc” £1 af
&1 = (5.62)

N \E(O)\z

So that the first ratio in (5.60) is WNTg. For a uniformly
distributed multipath over a delay spread L the second

ratio becomes 1/L. Thus
= N2 (i T =0 (5.63)
e N T '

In the event that N cannot be increased sufficiently to
reduce the spurious second term in (5.51) to a low enough
value, one may estimate this second term, which is common to
all the taps, and subtract it from each of the correlator
outputs. A direct estimate is provided by the output of a
correlator which is offset in delay sufficiently to cause
the first term to be negligible. Of course this estimate
will be noisy and the subtraction will only be useful when
the noise level is sufficiently smaller than the second term
in (5.37).

5.5 Output SNR of Prober

We assume that the additive noise has a flat power den-
sity spectrum over the bandwidth occupied by the probing
signal. For simplicity we measure both noise and signal at
the output of the receiver filter, i.e., at the correlator

input. Thus
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w(t) = j z(t=-1)g(t,7) dr + n(t) (5.64)

If the low pass filter has impulse response hL(t), then

the noise at the typical correlator output is
N(t) = [ n(T)z*(T-n)hL(t-r) dr (5.65)

and its strength is given by

lN(t)\2 fj n*(rl)n(fz) z(T-n)z*(Tz-n)hi(t-Tl)hL(t-rz) d71.d72

H

N [ Jateem) | F by e-r) |2 at

2
2N [ b (8)|7 dt

- N By (5.66)

where BN is the noise bandwidth of the low pass filter and

No is the one-sided power density of the real additive noise.

The strength of the signal at the correlator eutput has

already been computed as

Soue = QM) [ |k ()% dr (5.67)

The strength of the signal at the receiver filter out-
put is given by

(| z(t=7)g(t,T) d7\2)

w2
]

in

(|[ y(t=m)h(t,T) d7|2> (5.68)
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where we have again arranged convolutions and the ( ) denotes

time average. The function (see 5.7)

y(t) = I z(t-1)e(r) dr (5.69)

is the response of the external filter to the probing signal.

Continuing the evaluation in (5.65)

s, | (ye=n|® ae) ar (5.70)

Note that

(ly(x) 1% [] (z*(x=1))z(x-1,))e*(r )e(r,) dr, d,

[ R[] ex(t)e(t+7) dt] dr (5.71)

Returning to the frequency domain and applying Parseval's
theorem,

Ay 1D =14 | |E@®)|? sinc®frydf  (5.72)
and
S0 =To § 1E()|? sinc® £T df [ Q(r) dr (5.73)

To define the input noise we use a noise bandwidth
measure
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[ 1EE)|? sinc? £a af

ry

(5.74)
N lE(O)lz

Since the shape of the transmitted signal will be controlled
primarily by E(f) it is clear that we may use

W, o~ W (5.75)

Thus we quickly find the following ratios

T IE@ 1% [ atr) ar

P \ (5.76)
in 21\To
T4 |E(0) |AngQ(n)
Pot: ™ 7N B (5.77)
o N
o W Q(n)T
—out _ N .__.0_ (5.78)
Pin By [ Q(r) ar
For uniformly distributed multipath
Pout wN TO
e B (5.79)
Pin BN

5-23



We are now in a position to compare the relative strength

of the output noise and the spurious term e [ g(t,7) dr in

N
(5.51). This ratio will be denoted by pc/pout' From (5.63) and
(5.79), 252 |
o /p s = (5.80)
c'Pout =~ p; Wy PO/BN

where P0 is the input signal-power to noise-power density

in dB-Hz and we have used

WNTO ~ 1 (5.81)
From (5.66) we see that when N2 >> PO/BN the spurious term
1/N ([ g(t,r) dr) will be negligible compared to the noise
level and,conversely, when N2 << PO/BN the spurious term
will dominate the additive noise. In this case the spurious
term should be subtracted out as discussed at the end of the

last subsection.

5.6 Analysis of Multiplexed Operation of Channel Prober

In some applications, such as diversity reception or
reception on more than one polarization, it is desirable to
measure more than one channel simultaneously. If the spread
factor of the channel (product of multipath spread by Doppler
spread) is small enough and the SNR is sufficient, it is
possible to multiplex a considerable part of the prober
demodulator as shown in Fig. 5.4. Each complex correlator
output is sequentially connected to one of M output low-pass

filters in synchronism with a switch at the receiver input
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which connects the receiver with one of M receiving antennas

corresponding to the M different channels to be measured.

The switch is assumed to work in a time small compared
to’FO,the duration of a PN bit, and to switch at a rate
equal to 1/T, the repetition rate of the PN probing wave-
form. To avoid crosstalk between the multiplexed channels
introduced by the transients of the receiver filter, thislatter

filter is assumed to have a time constant sufficiently smaller than T,-

If we focus our attention on a particular switch posi-
tion, say position 1, and a reference PN signal with delay
n, the complex low pass filter input in the absence of noise

may be expressed as (cf. Eq. (5.6))
p(t) = Gl(t)z*(t-n) [ z(t-T)g(t,1) dr (5.82)

where Gl(t) is a periodic gating function

Gl(t) = % G(t-mMT) (5.83)
m
and
1 5 O0<t<T
G(t) = (5.84)
0 : elsewhere

and T is the period of the PN sequence.

5-26



Bringing the product term outside the integral (5.82)

into the integrand, and noting that

j2m é% t
Gl(t)z*(t-n)z(t-f) =3 Epe (5.85)

i.e., that the product is periodic with period MT and Fourier

coefficient
L MT -j2m % t
Ep =l G [ Gl(t)z*(t-n)z(t-T)e dt

0
T -j2w L.+

= %j z%(t-n)z(t-1)e ME R
0
-jor £ n

_L T M P

- M e X(n'T; MI') (5°86)

where, as in Eq. (5.12),

T :
X(60) =3 | ak@®ae+0e I ar  (5.87)

0

is the periodic complex ambiguity function of the probing
signal.
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Using (5.71) in (5.68)

j2n = (e-m)
p(t) =T e M 1\1—4 [ x(n-7, ﬁpf)g(t,'r) dr

(5.88)

Each of the integrals in Eq. (5.74) varies with both
time and the variable n. The rate of variation with time is
controlled by the channel fading rate and 1is equal to the
Doppler spread of the channel, B. The phasor exp [j2m (p/MT)t]
in (5.74) shifts this spectrum to the frequency p/MT Hz.

Thus p(t) consists of a set of frequency bands centered on
multiples of 1/MT Hz. Note that this is 1/M times the repeti-

tion rate of the probing signal.

The strength of the component at p/MI Hz is found to
be approximately (see Eq. (5.21))

1 2
Qp ~ ;5 fi \X(n-T,ﬁ%)\ Q(r) dr (5.89)

for a WSSUS channel. An examination of this expression
reveals that the spurious terms can be comparable in size to

the desired term.

The strength of the desired term is decreased by a fac-
tor 1/M2 as compared to the non-multiplexed case. 1t may
also be shown that the output noise is decreased by 1/M.

Thus the output SNR has decreased by 1/M as compared to the
non-multiplexed case. Consequently, higher transmitter power
is needed in the multiplexed case to achieve the same mea-
surement error against additive noise.
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The period of the PN sequence must satisfy the inequality
T > L (5.90)
to avoid ambiguities in the measurement of the impulse response
with a periodic probing signal. With M'th order multiplexing
the Doppler spread of the channel B must be less than 1/MT to
be able to discriminate against the nearest spurious component
at 1/MT Hz with an ideal rectangular low pass filter, i.e.,

B < 1/MT or T < % (5.91)

In order for both inequalities (5.90) and (5.91) to be

satisfied
BL < 1/M (5.92)

and to use practical filters BL < 1/2M.
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SECTION 6
STEEPEST DESCENT CHANNEL MODEL

For the purposes of channel modeling, the airplane-
satellite channel may be thought of as the parallel combina-
tion of three subchannels, a direct path channel, a discrete
specular reflection channel, and a diffuse scatter channel.
Thus the complex envelope of the received signal may be

expressed as the sum
w(t) = wdir(t) + wsp(t) + Wdif(t) + n(t) (6.1)

where n(t) is an additive noise term and the subscripts
identify the other terms as contributions from the three
subchannels in Fig. 6.1. We consider each of these channels

in order.

6.1 Direct Path Channel

Excluding tropospheric and ionospheric channel effects,
the propagation through the atmosphere between two points
is characterized for the airplane-satellite channel simply
by means of a (time varying) delay, complex gains associated
with antenna patterns, and free space losses. In particular
the received signal from the direct path channel is given by

'jZWfOT . ()
- _ dir
wdir(t) = Gdirz(t Tdir)e (6.2)
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where Gdir is a slowly varying complex gain due to transmitter
and receiver antenna patterns and free space losses, f0 is the
carrier frequency, and Tdir(t) is the line-of-sight path delay.

di
slowly varying delay which must be adequately tracked for syn-

As far as the modulation z(t=r 'r) is concerned, Tdir(t) is a

chronization in data reception or measured in the case of ranging
Systems. As far as the exponential term in (6.2) (due to the
delayed carrier) is concerned, however, Tdir(t) produces a rap-
idly time variant phase shift ZWfOTdir(t) and a slowly varying
Doppler shift Vaip?

Yair T~ Yo Tar c Vair (6.3)

where ¢ is the velocity of light and Vdir is the rate of change

of the path length from transmitter to receiver. Expressions

for Gdir and Tqir @Fe readily obtained from the geometry, velocity
vectors, and antenna characteristics of the transmitter and re-

ceiver, and will not be presented here.

6.2 Specular Reflection Channel

The specular reflection channel is used to characterize
Wsp(t) the received signal due to the average (over the
surface heights) field. Assuming a very large scatter-
ing surface, this field is focused entirely in the specular
direction and behaves, apart from a complex gain, just like a
mirror reflection from the surface. Thus

-jZWfOTsp(t)
wsp(t) =T GSp z(t-TSp)e (6.4)
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where T is a complex gain that accounts for the electrical
and roughness properties of the surface, GSp is a slowly
varying complex gain due to complex antenna gains of the
transmitter and receiver in the specular direction and free
space path losses, and Tsp(t) is the total path delay from
transmitter to specular reflection point to receiver. From
a mathematical point of view wsp(t) has the same structure
as Wdir(t)’ (6.2). The difference lies in the relative
complex gains, delays, and Doppler shifts. A detailed set
of delays and Doppler shifts for the direct path and specu-
lar channels is given in [6.1] for an airplane to synchronous

satellite link.

A useful approximate expression for the time delay dif-
ference between the specular reflection and direct path
channels for this case of an airplame to synchronous satel-
lite link (accurate down to y = 15° according to [6.1]) is
given by

T - T R = gcg Sin iy (6.5)

where H is the height of the aircraft. For an aircraft at

20 km and 20° grazing angle this difference is 45 usec.

The Doppler shift difference

- 4 B
Vsp T Vair f0 dt (Tsp Tdir)
£o
e (Vsp - Vdir) (6.6)



where VSp is the rate of change of the transmitter-specular
point-receiver path distance, and vsp is the Doppler shift on
the specular reflection channel. The Doppler shift difference
is usually quite small. We quote some results from [6.1] for the
airplane-satellite channel. For horizontal flight in the great
circle plane containing specular point, airplane and satellite,
the maximum Doppler shift has a broad maximum between 10°-30°
for airplane heights of 10-20 km and airplane velocities of 600-
1600 knots. For 1600 knots and 20 km the Doppler shift differ-
ence is 5 Hz. Motion at right angles to the great circle plane
produces no Doppler shift. Vertical motion of the aircraft will
also produce a Doppler shift difference. At L-band (1.6 GHz)
and 20 degree grazing angle this Doppler difference is around

3.5 V Hz where V is the vertical velocity in meters/sec.

The importance of the specular component depends on the
size of the reflection coefficient T and antenna discrimination
against energy from the specular direction. Over the North
Atlantic it appears that at L-band the surface is rough enough
to make the specular reflection channel negligible most of the
time. However, at VHF the specular reflection channel can pro-
duce a significant output relative to the direct path. The
simple surface scattering model provided by the Kirchoff
approximation [6.2] will be valid much less in-land than
over the sea. At any rate, as the terrain changes in
the vicinity of the Fresnel zone, one may expect that |T'| will
vary from negligible values to values close to unity (over a lake

perhaps).



6,3 Diffuse Scatter Channel

The diffuse scatter channel accounts for all received sig-
nals other than those due to the direct path and the discrete
specular path. Over the ocean the diffuse scatter paths produce
a continuum of infinitesimal contributions to the received sig-
nal, and the diffuse channel is generally representable as a ran-
dom time varying dispersive filter with a time variant impulse
response  containing no discrete components. (The only exception
is in the limiting case of very small RMS slope @, when the dif-
fuse paths concentrate so closely in the specular direction, that
the entire diffuse scatter channel may be approximated by a single
fluctuating discrete path having the same path delay as the dis-
crete specular component.) In addition, enough statistical reg-
ularity exists in the surface fluctuations so that quasi-stationary
WSSUS [6.3] models with associated channel correlation functions (e.g.,
frequency correlation function, Doppler power spectra, delay-
Doppler scatter functions) represent useful means of character-
ization. Moreover, with the aid of the Kirchoff method [6.2],
one may obtain meaningful estimates of channel correlation func-

tions for rome cases of interest.

Over land the characterization problem is considerably more
difficult. The scattering surface exhibits far greater statistical
irregularity (desert, foliage, mountains, cities, etc.) and the
Kirchoff and small perturbation methods will only be useful for a
fraction of the scattering surfaces. While a continuum of return
paths is likely, there will be situations where strong localized
reflections may occur, such as reflections from man-made metallic
structures (e.g., buildings), and natural objects (e.g., mountains).
When such localized reflections occur, one must add discrete

multipath components to the diffuse channel as defined here.

6-6



It is still likely that a quasi-stationary WSSUS channel is
useful. However, much more rapid changes in the channel
correlation functions are to be expected. In any case the
received signal due to the diffuse scatter channel can be

represented by

Wy (D) = [ 2(t-£)g(t,8) d (6.7)

where g(t,£) is the impulse response of the diffuse scatter

channel.

In this subsection we discuss the evaluation of channel
correlation functions for the diffuse scatter channel assum-
ing the Kirchoff model and present some theoretical results

for an airplane-synchronous satellite channel.

Two general approaches have been used to determine sys-
tem function characteristics for the surface scatter link.
One approach makes use of normalized scattering cross-sections
to directly formulate integral expressions for channel cor-
relation functions (e.g., frequency correlation function
q(), Doppler power spectrum P(v), scattering function S(¢,v)).
This approach has been used by Mallinckrodt [6.4], [6.5],
Staras [6.6], Durrani and Staras [6.7], and DeRosa [6.8].
It is implicit in such calculations that the channel may be
characterized as a WSSUS channel. The other approach is more
basic, starting with the formulation of expressions (usually
integrals) for system functions (e.g., time-variant transfer

functions) and then proceeding to the averaging required to
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determine channel correlation functions. The latter approach
provides the means for answering basic questions not obtain-
able by the scattering cross-section formulation, such as the
degree of statistical dependence between signals received on
different polarizations, and the validity of the quasi-WSSUS
channel model. The more basic formulation has been carried

out by DeRosa [6.9].

We first present the simplest non-trivial results derived
from the use of scattering cross-sections. These involve the
computation of the frequency correlation function q(Q), delay
power spectra Q(¢), Doppler power spectrum P(v), time cor-
relation function p(r), time-frequency correlation function
R(Q, r) and scatter function S(£,v). Approximate expressions
for these functions will be derived for the channel between
an aircraft and a synchronous satellite. The results presented
here are derived under the same conditions and with the same
"steepest descent' approximations as those of Mallinckrodt
[6.4], [6.5] who derives expressions for Q(¢), P(v), S(¢,v)
and Staras [6.6] who derives expressions for q() and p(r).
The results of these authors are compared and generalized to
include an arbitrary direction of the airplane velocity vector

and an analytic expression for R(Q, T).

The earth is assumed to have a flat mean surface with
Gaussian distributed surface heights relative to the mean and
sufficiently smooth fluctuations to satisfy the requirements
of the Kirchoff method. The surface is assumed to be suf-

ficiently rough at L-band so that the specular component is
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negligible. Finally it is also assumed that the rms surface
slope @ << 1 and the deviation angle § >> ¢. Even with all
these assumptions, it appears that these results should pro~-
vide useful channel information for some L-band oceanic
airplane-to-satellite channel over the North Atlantic. It
should be realized, however, that the case 8 >> ¢ will be
violated under some conditions of interest in aeronautical
communications (in particular, sufficiently low elevation

angles or rough surfaces).

From the Kirchoff model of the surface Beckmann [6.2]
has obtained the following expression* for the scattering

cross-section per unit area

2
0@ = |Tp|* —t exp (- 26 (6.8)
200 cos B 20

where Ib is the appropriate Fresnel reflection coefficient
(horizontal or vertical) for a flat ocean, o is the RMS sea
slope, and B is the tilt angle of a plane at ;'relative to a
tangent plane to the mean surface at ;:required for mirror

reflection from transmitter to receiver.

*
We have slightly generalized Beckmann's expression by intro-

ducing the RMS sea slope a and thus making the answer inde-
pendent of the spatial correlation function of surface heights.



For a flat mean surface and a satellite very far from the air-
plane, Fig. 6.2 depicts geometrical relationships for the scat-
tering process. As the origin of the coordinate system we have
chosen the point on the mean surface directly below the aircraft,
so that the airplane coordinates are (0,0,H) where H is the height
of the aircraft. The satellite is assumed to be in the XZ plane,
so far from the airplane and scattering surface that rays leaving
the airplane and any scattering points on the glistening zone
and terminating on the satellite have essentially the same ele-
vation angle 6, as shown in Fig. 6.2. At the specular point, located

on the X axis, the grazing angle y=ysp=9.

Due to our assumed coordinate system we may express ¢ (T)
as a function of the rectangular surface coordinates X, Y, i..e,
o(¥) = 0(X,Y). The incremental power transferred from transmitter
to receiver normalized to the power received on the direct path

for a small area AxAy, is given by

AP ) c(X,Y)RS
B, ™ ]I‘d 5 5 A(X,Y) Ax Ay
D 4mR R2

~° %i%l A(X,Y) AxAy (R ~R,) (6.9)

where RO’ R, R2 are the lengths of the direct path, the path from
airplane to scattering area element, and the path from scatterer
to satellite, respectively; A(X,Y) is the surface illumination

pattern of the combined transmitter and receiver antenna gains
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normalized to the direct path gains; and PS’ PD are the total

scattered and direct path powers. The total normalized scattered

power is then

+d

S 2 o5
Py = lrol J‘£ W(X,Y)A(X,Y) dx dy (6.10)
where
W(xK,y) = —XY) (6.11)
Lq (X2+Y2+H2)

For small ¢, o(X,Y) and W(X,Y), will be concentrated in the
vicinity of the specular point (H/tan 6,0,0) and will decrease toneg-
ligible values rapidly outside the glistening zone. The ''steepest
descent" approximations used in Mallinckrodt[6.4], [6.5] and Staras
[6.6]and also in the simple derivations to be given here, repre-
sent the argument of the exponent in W(X,Y) by the leading non-
vanishing terms in a Taylor series expansion of the surface co-
ordinates about the specular point (Mallinckrodt used rectangular
coordinates and Staras used polar coordinates). Any expressions
multiplying the exponential terms are represented by their value
at the specular point. This approximation should be useful when

6 >> g.* With this approximation

“It is readily shown that in the plane Y=0, B = Q:z. Thus whenﬁ==%
there can be energy scattered to the receiver by~areas at infinity
on a plane surface. Of course on a spherical earth y=0 corresponds
to the points at which planes through the airplane are tangent to
the earth. In the former case the glistening zone extends to in-
finity and in the latter case it is still so large as to violate
the conditions required for the use of (6.9). If o << § one may
argue that the power returned at values of B which violate (6.9)
will be negligible. However the authors are not aware of any
critical analysis to determine simple criteria for use of (6.9).
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2
W(X,Y) = WEOW(Y) = L exp (- E-Hetmb)

20H csc’d JEF 8a2H2 csc46
2
X _1—__ exp (- Y2 >) (6.12)
20H /27 8o H

which may be recognized as the product of the probability den-
sity function of two normally distributed random variables, the
"X" variable having mean H ctn 6 and standard deviation 2chsc26
and the "Y'" variable having zero mean and standard deviation 2qH.
Use of (6.12) in (6.10) shows that when the surface illumination

pattern varies little over the glistening region

PS 2
7~ |5 A(H/tan 6,0) (6.13)
D

We consider now the casge wherein (6.13) applies and determine
expressions for channel correlation functions. To determine the
Doppler power spectrum P(v), delay power spectra Q(¢), or delay-
Doppler scatter function S({,v), one may associate a single delay
and Doppler shift and a particular power density with each dif-
ferential area of the surface.* By expressing the Doppler shift

v as a function of X and Y, and regarding X, Y as random vari-

ables, the probability density function of v will be identical

“Since the sea surface is moving this is clearly an approximation
(to be included among all the others). However one may show that
little error can be introduced in the estimate of P(v), Q(¢) and
S(¢,v) by this approximation in airplane communication channels.
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to the desired Doppler power spectrum, normalized to unit

area. The factor \qﬂzA(H/tan 6,0) may then be applied to cor-
rect the height of P(v). An exactly analogous procedure will

be used to derive Q(¢) and S(£,v) as probability density functions
of the random variable ¢ and the point variable (¢,v). The
Fourier transforms of P(v), Q(£), S(&,v), p(r), a(Q), and R(Q,7),
respectively may be regarded as characteristic functions of the

variables v, &, (v,£).

—
If V is the velocity vector of the airplane, it is seen
that the Doppler shift associated with the received signal from

a scattering element is given by

3 £o
U2 - =2 L
=V ( ) R+ VR~V R (6.14)

-
where R is a vector extending from the airplane to the scatter-
ing element. The Doppler shift relative to that produced by an
element at the specular point is

£ f f

-0 X 0
= X(R-cose)+cVy

0

V= —
C

le-<'

v, (sin 9-—0

(6.15)

Following the procedure described above, v is to be regarded
as a random variable related to the random variables X and Y by
Eq. (6.15). The probability density function of v is the normalized

Doppler power spectrum. Before determining the density function
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of F we approximate F by leading terms in a Taylor series expan-
sion of the right-hand side of (6.15).The approximations used are
identical with those used in deriving the Gaussian approximation
to W(X,Y), (6.12). There is no point in seeking any more accuracy
in representing v. All the expansions that are used depend upon

the expansion of either R or 1/R,

R = ’H2+X2+Y2 =% [1 + CS (%- %) +% (% -%)2+% (%)2+ i 5]
(6.16)
t-Sn-sd-9- sz(%- c%(%-%)z 5—22 <§>2+ aer]
(6.17)
where we have used the notation
S = sin 6 (6.18)
C =cos 8 (6.19)
Use of (6.16) in (6.15) then shows that
v = fc—o v, s> +ves 1 - O + fc_o vys%
+ ... (higher order terms) (6.20)
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To be consistent with the approximations to R involved in
the steepest descent approximations used to derive (6.12) we
neglect the higher order terms in (6.20).Then v regarded as a
random variable is represented as the linear combination of two
independent zero mean Gaussian random variables. It follows
from elementary statistics that v will also be a zero mean
Gaussian random variable with variance equal to the sum of the
variances of the individual random variables. Thus the Doppler
power spectrum is

- _le__ 2v2
P(v) = — exp [~ > | (6.21)
BrusY " Brms

where we have defined the RMS Doppler spread as twice the

standard deviation,

fo Dhe? D
Boms = 4(7;)aJ(VX sin 6 + V_ cos ) -+Vy sin™6 (6.22)

RM

Note that Vx sin 6 + Vz cos O is the velocity component in the
x-z plane at right angles to the specular direction. Thus the
steepest descent approximation leads to a zero Doppler spread
when the aircraft moves along the line-of-sight to the specular
point. In practice this means that the Doppler spread is small
but non-vanishing and determined by second order terms in the

expansion (6.20).

The time correlation function p(r) is the Fourier trans-
form of (6.21).

2

p(t) = exp [- % (NTBRMS) ] (6.23)

Mallinckrodt computed P(v) for airplane motion in the X
direction (i.e., V = (VX,O,O) and in the Y direction (V =
(O,Vy,O)). For these special cases P(v) in (6.21)_?grees with
Mallinckrodt's results (note that his s = ¢/L = /2 and fix
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typo's which left out ./2 on p. 27 of [6.5]). Staras [6.6] com-
puted p(7) for the cases of motion in the direction of each
coordinate axis, i.e., (VX,O,O), (O,Vy,O), (O,O,VZ). Our result
(6.23) when specialized tothese cases agrees with his calculations
for the two cases V = (VX,O,O) and V = (O,O,VZ). For airplane
motion in the Y direction, however, his results differ from ours.
The reason for the difference may be shown to be equivalent to
the inclusion of the second order term (“Y(X-g-H)) in the Taylor
expansion of Y/R in (6.15) about the specular point Y=0, X==% H.

If the steepest descent argument is valid, the inclusion of this
second order term will yield different but not necessarily better

approximations to the exact p(r).

We consider now the computation of the delay power spectrum.
From the geometryinFig. 6.2 one may determine that the delay of
a scattered signal from an area element at X, Y relative to the
delay of scattered signals from the specular direction is given
by
1 2,2
c

£ =L (u24x%+v? - X cos 8 - H sin ) (6.24)

Using (6.16) it is found that

2

_Hsing /. 2, X _ 7 o X%

g=s 5 <31n G(H ctn §)° + H2>
+ ... higher order terms (6.25)

Neglecting the higher order terms we see that the path delay
& regarded as a random variable,may be expressed as the sum of

squares of two independent zero-mean Gaussian random variables.
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The density function and characteristic function of such a

random variable are readily computed in closed form. The results

are

. . [— - sin 8]
Q) = 21 exp (- [ELD 0 -; 1/sin 915)10( s1n92 £)
4o“H/c 8o H/c 8a“H/c
(6.26)

q(Q) = e-iZTng - 1

2
J[l + 14179(% sl i4119(2c§'a2 sin g)]
(6.27)

which provide the normalized delay power spectrum and frequency
correlation function of the diffuse channel (referenced to the
specular path delay). Aside froma factor of 1/7 in front and a scale
factor on & the Q(¢) computed by Mallinckrodt ([6.5], Eq. (26)), is

the same as (6.26). Also Staras [6.6] has obtained the result

(6.27), (complete the integration in his Eq. (23a)). Plots of
Q(¢) and q(§) as a function of the normalized variable g/4a2(H/c)

are presented in Figs. 6.3 and 6.4 for several elevation angles.

The time-frequency correlation function of the channel is

just the joint characteristic function of the random variables,

£,v. Thus

R(Q,7) = e T2 12Ty (6.28)
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where £,v are given in terms of the X,Y variables. It is con-

venient to deal with normalized variables

5 = —2—‘-— (6.29)
Lo "H/c
_ v
w= 2 (6.30)
x = sin’o & - ctn 9) (6.31)
200 H '
S B 4
Y=o h (6.32)

The variables x,y are zero-mean Gaussian with unit variances.

In terms of normalized variables, Eqs. (6.20) and (6.25) show that

in 0 2 2
6 = 228 ( X + y9) (6.33)
2 o
sin™ 8
w = Vox + vy sing y (6.34)
where
f0
UB = =y Vﬁ (6.35)

is the Doppler shift as measured along an axis in the B8 direc-
tion (v6 is the Doppler shift Vi sin 6 + v, cos 6 corresponding
to the velocity component in the x-z plane at right angles to

the line-of-sight to the specular point).

6-22



Consistent with the normalizations (6.29), (6.30) we used the

normalized shift wvariable
F = Qba’H/c (6.36)
T = 120 (6.37)

Thus (6.28) becomes

RO(F,T) - e-iZ’ﬂFﬁelZ‘ﬂTw (6.38)

If (6.33) is used in (6.38) it is trivial to show that

2 2 2
i 1 9 VG N vy sin”~ @
RO(F,T) = qO(F) exp (' 2 (7T) |:1+1'_217F/sin6 1+ 1i27F sin G:D
(6.39)
where

V(1 + i29F/sin 6)(1 + i27F sin 6)

is the frequency correlation function for the normalized variable.

The Fourier transform of R(,r) along the 7 axis P(Q,v) is
the cross power spectral density between two received carriers
separated by Q Hz in frequency. This function is of direct

interest in the evaluation of tone ranging systems where range
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estimates depend upon the phase difference between filtered
sidebands spaced in frequency. The Fourier transform 1is

readily carried out to yield (in normalized variables)

P0<F,w>=j% !
]2 2.2+.2F.9(2+2)
ve4-vy_31n 0+ i27F sin ve Uy

2/[1 + i2nF/sin 8] [1+ i27F sin 6]
exp | -2 (T == |
v +vSsin“e+i2qF sino (v +tv)
6 y 6 'y
(6.41)

To obtain the scattering function one may Fourier transform
PO(F,w) along the F axis or, more simply, regard 6,w as new
random variables related to the variables x,y, by (6.33) and (6.34).
Note that for each pair 6,w there can be as many as two pairs
of x,y values (xl(ﬁ,w),yl(ﬁ,w)), (x2(5,w), yz(é,w)) which satisfy
these equations. Since the Jacobian of this transformation is

given by

_ OX DY _ JY¥ 2X
J(,w) = 35 3w~ 55 dw (6.42)

the density function SO(G,w) is given in terms of wo(x,y) the

density function of x,y, by

So(ﬁaw) . J(Gsw)[wo(xl(ésw)s Y1(5,w)) + WO(X2(6,LU), YZ(G,UJ))]

(6.43)
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We present the general expression for So(é,ag in Appendix
G. For the velocity vector in the XZ plane (v6 # 0, 7, & 0)
one readily finds that

1 1 w 5
S .(6,w) = = exp -
> WUG L 2 (ng tan 6 )

0 w2 < 26 sin 6 Ug

(6.44)

For the velocity vector along the y axis SO(G,w) has the same
formas(6.44)withu9 replaced by vy. For the general velocity
vector it is rather more involved, as shown in Appendix G.

Note that SO(G,w)in.(6.44)'vanishes forw2 > Zévg sin 6 and be-

comes infinite at ag = ZGUS sinf§. More generally, Appendix G
shows that SO(G;w) vanishes for wz > 26(v3 + vi) sin 6 and be-

comes infinite for u? = 26(v§ + vi) sin 8. Expressions differ-
ing from (6.44) only by multiplicative constants and scale factors
have been derived by Mallinckrodt [6.4], [6.5] for the velocity

vector in the X or Y direction.

Channel correlation functions are particularly useful when
they lead to a more complete statistical description of the
channel as the case of the complex Gaussian WSSUS channel. To
explain simply the conditions leading to Gaussian statistics
(the discussion may be made rigorous) we note heuristically that
a transmitted signal of bandwidth W cannot resolve path delays
less than 1/W apart. The locus of surface scatterers causing
channel path delays lying between ¢ and ¢ + 1/W is an el-

liptical ring. If the surface area of the ring extends over
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a large enough surface area to encompass many correlation
lengths of the surface fluctuations, then, via Central Limit
Theorem type arguments (and representation of the channel as
a tapped delay line for a bandlimited signal [6.3], [6.10]),
one may argue that the channel will act upon the input signal
as if it were a Gaussian WSSUS channel. Moreover, as DeRosa
has shown [6.9] when the surface is sufficiently rough to
make the specular component negligible the symmetry condi-
tions required for the complex Gaussian property are auto-
matically satisfied. The maximum bandwidth required for the
Gaussian WSSUS property to hold appears to be much bigger
than needed in aeronautical communications, at least when the

roughness condition is wvalid.
6.4 Conclusion

The analytic expressions for channel correlation func-
tions presented above were derived under a restricted set of
conditions:

a) one terminal so far from the earth that rays

to the other terminal and glistening zone
appear parallel

b) elevation angle to far-terminal 8 >> rms
surface slope «

c) rough surface

d) small surface curvature for validity of
Kirchoff method

e) no wave shadowing or multiple scattering
effects.

Restrictions a), b), and c¢) can be eliminated by using
more general scattering cross-section formula with more gen-

eral geometry. But due to the complexity involved a computer
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is needed to obtain channel correlation functions. The
simplest general results may be obtained for the scattering
function because it involves only the computation of the
Jacobian of the transformation from surface coordinates to
delay-Doppler coordinates. Such general results have been

programmed by DeRosa [6.9].

Restrictions d) and e) cannot be readily relaxed by
existing analytical approaches. Clearly at low enough graz-
ing and elevation angles d) and e) will become violated.
Unfortunately low grazing angles are of considersble inter-
est because of the reduced multipath discrimination provided
by the nominally hemispherical coverage antennas proposed
for use on air-traffic control systems. Thus the need for
channel characterization experiments is clearly indicated in

order to gather necessary data for system design.
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Appendix A

PROBABILITY DENSITY FUNCTION OF THE PHASE DIFFERENCE BETWEEN
TWO CORRELATED NON-ZERO-MEAN COMPLEX GAUSSIAN VARTIATES

In this section we derive a single integral expression for
the probability density function of the phase difference between

two correlated non-zero-mean complex Gaussian variates.

Our starting point is the joint density function of two

zero-mean complex Gaussian variates 295 25°

2 2 2 2 2 2 iB
P1Po pllzl‘ -+p2|zz] -gplpz Re (re leﬁ}
Wolzys2g) = 55— exp |- - ]
T (1-r ) 1-r
(A.1)
where
X z?zz
re®® - (A.2)
2 2
lz | |z_|

is the complex correlation coefficient between the complex

Gaussian variates and

2
Iz, | =1f01 (A.3)

2

2
|2g 1" = 1fo2 (A.4)

are the average magnitude squared.
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The joint density function for non-zero mean complex
Gaussian variates, Z1s Zgs is obtained from (A.1) by replacing
Z) by Zy =04 3 k = 1,2 where the generally complex oy is the mean
of 2y - Since we allow the fluctuating parts of z1s 2y to have
different strengths and arbitrary correlation coefficients, no

loss in generality results in our analysis by letting ak==1.

Thus
2 ﬁ sk
p.pl p212,-112+p712,-11% - 20.py Re {re’ (z -1)(z}-1)}
Wi(z,,29) =—5—5 exp]|[- ]
1 2 2 2
T (l-v ) 1-r

(A.5)

Note that with the normalization to unit mean value, the quan-

tities pi, pg become signal-to-noise ratios.

To obtain the joint density function of the phases and

amplitudes, W(Rl’ R, él’ éz), where

(A.6)

we change from rectangular to polar coordinates and find that

b, iy
W(®R,,Ry, 6 ,8,) = RR,W (Rie ",R,e ) (A.7)
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Using this transformation and the further transformation

b = 952'61

(A.8)

where i is the phase difference of interest to this analysis.

2 2
p2p2R Ry p% 4 ps - 20 p,r cos B
, 17271 , 1 2 12
Wo(Ry, Ro, 8, ¥) = exp (-
1 2, 2 2
7 (1-r7) t-r

) X

1 2.2 2.2
exp [~ T:g‘ (p Ry +PR; - 20 poR Ryt COS (%-BN x (A.9)

2 2 8 2 -iB b
expfl_rz (o) - P Pyre IRy + [0, - PyPyre IR,e cos (b +8)]

where

2 ; 2 - j
6 =xll - Plf"gre;"g)R1 +lp, ~pyp,TE Jﬂ)Rzerb] (A.10)

Note that 6 appears only in the last exponential in (A.9).

With the aid of the integral



1 T A cos (¢+B)
e

5= J

de = [4(A)
-

(A.11)

where IO(-) is a modified Bessel function, we find that we
can carry out the integration

W(R{, Ry, ¥) = [ Wy(R,R,, 6,0) dé (A.12)

which yields

2 2 2
2 p,R R, of +p, -20,Pr cos B
T(1-17) 1-r2
2 9 g 2
exp [ - 5 (0R] +PyR, - 21019231R2r cos (V-B))]
l-r

9 9 iB 2 - i
IO[:;Q [Pl-plpg re ]RI + [92'91'02 re J8]R29 ] (A.13)

The density function of ¥, W(y), may be represented as
the double integral

W) = [ WR,, Ry, ¥)dR,dR,

(A.14)
00



Using (A.13) in (A.14) and making the change of variables
PR, =W cos § (A.15)
PR, = W sin 6 (A.16)

we find that

. p? +p§ - 20,0, cos B
W) = 5 exp (- > ) x (A.17)
T(1-r~) 1-r

® 2
m -
h2l o 20 | WL (2aw/ae PV aw do
0

I
0

where

; . 2
——1—2? l(pl—PzreJﬁ) cos 6 + (Py-p, re Jﬁ) sin @ -er|
1-r ]

a(es w;r,ﬁ,Pl,Pz) =

(A.18)

p(f,¥;r,B) = L 5 (1 - r sin 20 cos (¥-8))
i-r



The integral over W can be expressed in an alternate form

by an obvious change of variable

N 2
® wi ew @ePW aw
0

.é_ gmt 10(2Ja)e*pt dt

From [8], p. 197,

a/p

g e1,(2[@e P at = L e

=
13

By differentiating (A.16) we find the pair

- o/p
[ tIg2 e P ite )
0

1 +o:/pecu’p
dp P

1
2 2p2

[

2 2
Pyt py - 2PPor cos B

Wir, B.P1,py) = 1—2 exp (-

) x
1-r l—r2
1 17/2 . . @
57 [ sin 26 1 +'_z(82, )/ p(e, )exp (cz(e, ))de
0 p“(8, +) p(e, *)
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Consider some specilal cases. When the correlation coeefficient

is real, g=0, and the SNR's are equal, P1=P,P -

P(1-r)

2.2
[1-r7]

a9, ¥;ir,0,pq,p) = (1 + sin 26 cos ¥)

1

p(8, ¥;r, 0) = (1 - r sin 28 cos ¥)

2
1-r

When the correlation coefficient wvanishes

(A.23)

(A.24)

2 2 .2 :
(8, ;0,0,P1,P,) = p? cos § +P, sin g +p P, sin 208 cos ¥

P(6,1;0,0) = 1

(A.25)
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Appendix B
OPFN LOOP ERROR VOLTAGES OF A PN RANGING RECEIVER

In this appendix we derive the open-loop response of the
carrier and code loops of the PN recelver model. The channel
model of Fig. 3.1 is assumed. We denote the open-loop error
voltage of the carrier loop ‘as F(te,ee) and that of the code
loop as G(te,ee) where t, and ee are the timing and phase
errors, respectively, of the receiver measured relative to the

direct path signal.

The channel and relevant elements of the code loop are
shown in Fig. B.la. The time constant of the receiver bandpass
filter HBP(f) will be much shorter than the rate of fading
of the time-varying channel represented by T(f,t). As a re-
sult, the order of these operations may be reversed, as shown
in Fig. B.1lb. We use the notation r(t) for the output of the

bandpass filter HBP(f) when its input is x(t).

In calculating G(te,ee) we consider first the component
due to the direct path. 1In general, if the input complex
envelopes to a mixer are zl(t) and zz(t), the real low-pass
output waveform will be % Re{zlgt)zg(t)}. In this case the

envelopes are r(t) and y(t-te)ejee, so the mixer output is

% r(t)y(t-te) cos 6, (B.1)

The waveform r(t)y(t-te) consists of a discrete d-c component
and time-varying components whose bandwidth is on the order of
the bandwidth of r(t) and y(t). The latter will not be passed
by the low-pass filter HL(f), so we may write the direct-path
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contribution to G(te,ee) as the d-c component of (B.1):

1
2 S(te) cos ee (B.2)

where we have defined the code loop error characteristic
S(te) by

S(te) = [ r(t)y(t-te) dt (B.3)

Next we consider the contribution to G(te,ee) resulting
from the scatter path. The channel input to the mixer is

given by

1
Jy

and the mixer output is given by

J r(e-tg-£)e(t, &) dg (B.4)

je
L Refe ~ Cy(t-t)) [ r(t-tg-£)g(t-£) dg}.  (B.5)
2/y
Now we may move y(t-te) inside the integral and replace the
product y(t-te)r(t—td-g) by its d-c component, as was done

above. Thus the low-pass filter input may be written as

-je
L Refe ” wy (6)) (B.6)
2y
where
wy (£) = [ S(t -ty-£)g(t-£) dE (8.7)
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Due to the assumed Gaussian nature of the channel, wi(t) will
be a complex Gaussian random process; its auto-correlation is

given b&

W () (t+r) = [ 8% -e4-6)Q(r,8) dg (B.8)

where use has been made of the fact that for a WSSUS channel

g*(t,£)g(t+r,m) = Q(1,£)6(n-¢&) (B.9)

The Fourier transform of the tap gain correlation function
Q(7,£) with respect to the 7 variable is the scattering
function S(¢&,v). Therefore the power spectral density of

wi(t) is
[ s2 (et S (ew) ag (8.10)

Now we define the low-pass filter output in terms of another

complex Gaussian n%(t) by

1 —jee
—— Refe wo(t)} (B.11)
2y

Then the power spectral density of w (t) is obtained by multiply-

ing (B.10) by [Hw)|%:

)12 [ Pt -t m0)S(E,w) de (B.12)
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Finally, the mean-square value of wo(t) is given by Ez(te—ta)

where
=2 _ 2.2
s°(t) = [ |Hs(v)\ S“(t-£)S(E,v) dg dv (B.13)

The function S(t) may be regarded as an average code loop
error characteristic for the channel-perturbed signal. Now we
may write the direct and scatter path contributions to the
open-loop error voltage as

1 % -jee

G(te,ee) = S(te) cos 6, +— S(t -t ) Re {zs(t)e }
Ny
(B.14)

In this expression zs(t) is a complex Gaussian process normal-
ized to have unit mean-square, and a factor of 1/2 common to

both terms on the right-hand side has been dropped.

The third contribution to the open-loop error voltage is
that due to the additive noise. The noise term in the input
to the mixer is the result of passing n(t) through the band-
pass filter hBP(t):

[ hBP(T)n(t—T) dr (B.15)

Thus the mixer output/filter input due to the additive

noise is given by

_je
1Re fe Cy(t-ty) [ hy,(ra(t-r) dr] (8.16)



Which we may write, as before, in the form

-j6
% Re {e °© wi(t)} (B.17)
where
Wi(t) = y(t-te) J hBP(T)n(t-T) dr (B.18)

The autocorrelation of Wi(t) is given by

N
wi(Ow, (£+7) = y@OyE+1) ) [ Bgp0Oh (L +1) d

(B.19)

Making use of the relationship NO/Z = 1/4pR this becomes

R (1)

wi(£)w, (£ +7) = —4p>’7 J BEL Q)b (ot 1) da (B.20)

where Ry(r) is the autocorrelation of the waveform y(t). Alter-

nately, we may write the spectrum of Wi(t) as
S (£) = 75= 5_(£) ® |H, ()2 (8.21)
Wy 4poR "y BP .

where Sy(f) is the power spectrum of y(t).

The variable Wi(t) will have a Gaussian distribution at
any instant, .but wi(t) is not a Gaussian process, due to the

multiplication by y(t-te). Therefore we cannot, in general,
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state what the statistics of the filter output due to the addi-
tive noise will be. However, wo(t) will be zero-mean with

spectrum given by

B 2
sy (£ = [H(O)]7s, () (8.22)

Because the bandwidth of Hs(f) is small relative to its input,

we may replace SW'(f) by its dc value, giving
i

2
) | 5
o (6 =~ 8,0 @ [Hgp(E) 1)l (B.23)

Therefore the variance of the filter output is given by

wat) = Z,Elﬁ 5,(6) ® (B0 g | (£)|® af  (B.24)

Thus we may write the complete open-loop error voltage as

-3j6
. 1 = Ve
G(te,ee) = S(te) cos 6, + = S(te-td)Re{ZS(t)e }
Ny
B
1 Ns
+'§ ok ns(t) . (B.25)



where the noise term ns(t) has unit variance, B, stands for

Ns
the noise bandwidth of the code loop

By, = [ |H (D)|? af (B.26)
and U is given by
} 2
U= S () ® |Hyp(®) %] ey (B.27)

A completely parallel analysis can be made of the carrier

loop. 1Im thiﬁzcase the local input to the coherent detector is
JBe-m i o
x(t-te)e e and the relevant loop error characteristic is

R(te) = | r(t)x(t-te) dt (B.28)

Accordingly, the final result is

’ . 1 . ’ _j (Be-ﬂ/Z)
F(te,ee) = R(te) sin ee + ﬁ R(te—td) Re {zr(t)e }
TB
+ % Zplif n_(t) (B.29)

Here we have defined an average carrier loop error character-

istic for the channel-perturbed signal as

ﬁz(t) = [ |Hr(u)|2R2(t-g)S(g,v) d¢ dv (B.30)
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and zr(t) is a complex Gaussian with unit mean-square absolute
value. 1In general, the processes zr(t) and zs(t) are correla-

ted; at any instant the cross correlation is given by

°
Il

rs z¥(t)zs(t)

If s(te-td—g)R(te-td-g)s(g,u)H;(u)HS(u) d¢ dy

I 8% (e -t 4-)S (€,0) |1 (v) | %at av [ R%(t -t 4-£)5(¢,0) |H_(v) | Zag v

(B.31)

In writing the additive noise term,
used

the following notation is

By, = [ H_(£)| dr (B.32)

and

_ : 2
T = 8.(6) & |Hy ()%, (B.33)

where Sx(f) is the power density spectrum of the waveform x(t).

The noise term ﬁr(t) has unit variance and is uncorrelated with
ns(t); that is,

nr(t)ns(t) =0 (B.34)
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Appendix C
ASYMPTOTIC SOLUTION OF THE LOOP TRACKING
EQUATIONS OF A PN RECEIVER
In this appendix we consider the solution of the loop
tracking equations in the high direct to scatter ratio case.

The equations to be solved are,

F(te=Ge) = 0 (C.1)
and
G(te,ﬂe) =0 (C.2)
where
F(te,ee) = R(te) sin 9e+oer(te-td) sin (ee-er)+ Br
(C.3)
G(te,ee) = S(te) cos ee+ O‘ss(te-td) cos (ee-es)+ Bs

(C.4)
In these equations the amplitudes o and Qg and phases er and GS will repre-
sent the instantaneous values produced by a slowly varying scatter
component. However, the solution to be obtained applies also
to the case of a fixed multipath component in the sense that
the absolute error is small. 1In the latter case the channel-
perturbed error characteristics R(t) and S(t) would be replaced
by the corresponding fixed-path characteristics R(t) and S(t). In
either casewewill assume that o and a are small compared to unity.
Furthermore, we will assume that the additive noise contributions
ﬁr

of te and Ge which result, we may make the following approximations

and Bs will be small compared to unity. Due to the small values
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sin (8- §) = -sin & + 6 cos # (C.5)
cos (A -6) =cos A +6_ sin 0 (C.6)
R(t,) = R(0) @D
s(t,) = t,8'(0) (C.8)
R(t -ty) - R(t,) (€.9)
Bt ~t,) = -Slty) (C.10)

(We have assumed that R(t) and R(t) are even functions while
S(t) and §(t) are odd functions.) With these approximations
Eqs. (C.3) and (C.4) become

F(te,ee) = R(O)Be+arR(td)[—sa.n 6, + 6, cos Hr]“‘ﬁr
(C.ll)
= 1 = 3 P
G(te,ee) = teS (0) aSS(td) [cos 0, + 6, sin 95]‘*“13S
(G.12)

We first consider the solution of Eq. (C.2) when cos 65
is not small; in that case the second term in the bracket
of Eq. (C.12) may be neglected, giving

. S(ty) By
t = a ) cos 8. = 3T(0) cos 6 #0 (C.13)
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As noted, the approach applies only when cos BS does not van-
ish. We consider this special case by setting cos 68 equal to
zero in Eq. (C.12) and solving (C.2):

3 g(td) Bs
te L i ﬂfsee Sl(o) = S'(O) » cos es=0 (C.14)

The first term of this result will be second=-order due to the
product of two small quantities @, and ee. Therefore Eq. (C.13)
holds approximately for all values of BS.

A similar analysis may be performed to show that the phase

error Be is given by

R(ty) B
o r R(0) sin Hr " R(0) (C.15)
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Appendix D
FLAT FADING SOLUTION OF THE TRACKING EQUATIONS OF A PN RECEIVER

D.1 Introduction

In the flat fading case the open loop error voltages for

carrier and code tracking loops are

F(te,ee) R(te) sing_ + aR(te-td) sin (ee-em) (D.1)

[

G(te,ee) S(te) cos 8 + as(te-td) cos (ee-em) (D.2)

When both loops are locked both of these voltages may be con-
sidered zero. Thus, a solution of the simultaneous transcen-

dental equations

Il
o

F(te,ee) (D.3)

N
o

G(t,»6,) (D.4)
gives a set of valugs (tg,eg) for which both loops will be in
lock. The stability of the loops will depend on the sign of
the open-loop error voltage for small changes in the con-
trolled parameter. Thus the stability of the carrier loop
will be determined by the sign of

dF(t ,6 )
____56_2_ (D.5)
- e % g%
(te,ee)
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and the stability of the code loop will be determined by the

sign of

bG(te,Be)

ot

(D.6)
(tgeg)

The designation of which sign corresponds to stability is
essentially a matter of convention. Consider the carrier loop
in the absence of multipath; to preserve the meaning of Ge we
wish the stable point to be 6e=0 rather than ee=w. This is
accomplished by establishing the following condition for
stability:

bF(te,ee)

bBe

>0 (D.7)
(t%,60%)

The same reasoning may be applied to the code tracking loop;
we will assume that the split-gate waveform consists of a
positive pulse followed by a negative pulse so that S'(0) < 0.

As a consequence the condition for stability of this loop is

bG(te,Se)

bte

<0 (D.8)

*,0%
(t%,0%)

In this appendix we will consider numerical solutions to
Eqs. (D.3) and (D.4) when F(te,ee) and G(te,ee) are given by
Eqs. (D.1) and (D.2). We will take the point of view that

%n is slowly varying with time. The rate of this variation
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will be such that the two receiver loops track the received
signal without loss of lock. Thus a continuous sequence of
solutions to Egs. (D.3) and (D.4) for values of 6, between O

and 27 is required.

In Solving Eqs. (D.3) and (D.4) we will use the correla-
tion functions R(t) and S(t) derived in Section D.4. These
assume that the local code and the output of the split-pulse
generator are unfiltered, while the received sequence has
passed through a Gaussian filter having an rf bandwidth equal

to 1.5 times the chip rate.

D.2 Solutions in the Fixed Phase Case

In this section we examine tracking behavior when the two
received signals have a fixed phase relationship; two cases
are considered: 9m=0 and 6m=w. A detailed study of these
cases will be useful later on, when solutions for other values
of em are required, as well as offering insight into loop

behavior.

Substituting the value 6m=0 into Eqs. (D.1) and (D.2)

gives

F(te,e )

L [R(te) i aR(te-td)] sin 6 (D.9)

and

G(te,ee) [S(te) e aS(te'td)] cos 6 (D.10)
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For the assumed Gaussian filter R(t) is positive (see Fig. D.7)
for all values of t; therefore the only solutions to the equa-
tion F(te,ee) = 0 are 6e=0 or 6e=v. The latter may be eliminated
by taking the derivative of Eq. (D.9) with respect to ee and
comparing with Eq. (D.7). Thus the only value of 6, at which

the carrier loop will track is
g% = 0 (D.11)
e

Substituting this result into Eq. (D.10) gives the open-loop

error voltage of the code tracking loop:
G(t,,0) = s(t ) + aS(t ~ty) (D.12)

The stable tracking point(s) of the code loop will be given by
the zero(s) of this function. From Fig. D.8 it is clear that
the initial non-zero values assumed by S(t) are positive and
that the final non-zero values are negative. The same must
then be true of G(te,O) as given by Eq. (D.12). As a direct
consequence of this, the number of zeroes of G(te,O) will be
odd. Experience with the particular S(t) assumed indicates

that only two cases actually occur.

1. One zero crossing with negative slope (stable)

2. Three zero crossings; two with negative slope
(stable), separated by one with positive slope
(unstable).

Whether case 1 or case 2 actually occurs is determined by the
values of the parameters o« and ty- Graphs of S(te,O) for two

parameter choices which result in the two cases are shown in
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Figs. D.1 and D.2. The first case is that of a relatively
short delay (td = 0.5 bits) with the result that the correla-
tion functions of the two paths overlap; the timing of the
local sequence falls somewhere between the two received se-
quences. In Fig. D.2 the arrival times are separated enough
(td = 1.2 bits) that it is possible for the receiver to track
either of the received signals (with a small error due to the
presence of the other). This tracking behavior may be summar-
ized by plotting the code loop error te as a function of
multipath delay, as in Fig. D.3. Note that for t < 1.2 bits
only one stable tracking point exists, while for £, > 1.2

bits two such points exist.

A similar analysis may be performed for the other fixed-
phase case: 6m=ﬂ. In this case it can be shown that track-

ing points are related to the zeroes of the function
S(te) - aS(te-td) (D.13)
Two values of ee are possible, 0 and 7. In the first case,

the derivatives determining the stability of the tracking point

are given by

oF _ - N

oee R(te) aR(te td) (D.14)
and

ot S (te) aS (te td) (D.15)
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In the second case, these derivatives are given by the same
expressions with signs reversed. Experience with examples
indicates that for most values of t,s two stable tracking
points exist, one with 6e=0 and another with 9e=w, as shown
in Fig. D.4. The first value of ee is associated with nega-
tive values of te and the second with larger positive values
of . As t3 is increased and the correlation functions
separate, the value of te corresponding to 6e=0 becomes zero
(perfect tracking of the first signal) and the value of te
corresponding to Ge=ﬂ becomes equal to ty (perfect tracking
of the second signal). The behavior of these solutions as a

function of te is also shown in Fig. D.3.

D.3 Solutions for Varying Phase

As discussed earlier, an actual receiver will encounter
slowly varying phases, rather than fixed phases, as analyzed
in the preceding section. If we assume that this variation
is slow compared to the time constants of the loops involved,

this implies timing and phase error functions
te(em) and ee(em) 0<6 < 2n (D.16)

which are periodic in em, and which represent solutions to
Egs. (D.3) and (D.4) for all values of 6,- In this section
we numerically calculate such functions by means of the
Newton-Raphson technique for solving simultaneous equations.
It should be emphasized that this is not equivalent to simu-
lating the exact loop behavior since it does not consider the
loop dynamics. Thus consideration should be given to signal
dynamics vis-a=-vis loop bandwidths before applying these or

subsequent results.

D-9



w P

L="9 ‘G°0="23 ¢/*0=0 ‘@3e3TOA I01xF dooT uadg H°Q °9InBTJ

7°0-
]
_— 0= 6 yatm aurod
I=6 Yyamm Supoeil 91qe3S
SuTyoRIl 9TqR3S C)
E] $311q I8~° |ou g 00 =1
<~— (5319) 3 P4 & olJ o
02 ) 0°T4 . 0 \ 0°'1-
r¢T0
r 7°0
A@u-wuum 0 -~ mwuum

| e

D-10



We will begin by referring back to Fig. D.3 which shows
tracking points for fixed multipath phases. It is interesting
to observe that for 0.1 < te < 1.1 two tracking points exist
for 9m=w while only one exists for 9m=0. Clearly only one
complete solution of the form of (D.10) can exist if there is
only one fixed-phase solution at 9m=0. The presence of a
second fixed-phase solution at 6m=w indicates the presence of
a partial solution to the varying-phase problem in the vicinity

of 9m=ﬂ; however, this will not be considered further at present.

The technique used to calculate solutions of the form
(D.16) is to begin with the known (fixed phase) solution at
6m=0. These values of t, and ee are used as the starting
point for computing a solution at 9m=A by means of the Newton-
Raphson technique. The process is then repeated, using the
solution at 6m=A as a starting point for finding a solution
at em=2A, and so forth. 1In the results to be presented, the

step size A was chosen to be 10°,

A set of solutions obtained in the above manner is shown
in Fig. D.5. These solutions are for the case td = 0.5 chip.
For small values of the relative amplitude « the solutions are
approximately ellipses in the ee-te plane; this is the high
direct-scatter approximation obtained in Appendix C. For

larger values of ¢ the trajectories are no longer elliptical.

D.4 Calculation of Correlation Functions

The detailed behavior of the carrier tracking loop in a
PN receiver is determined by the correlation function R(t) of

the received PN sequence and the locally generated replica.
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Similarly, the behavior of the code tracking loop is deter-
mined by the correlation function S(t) of the received se-
quence and the output of the split-gate circuit. In this
appendix we calculate these correlation functions for the case
in which the received sequence has been passed through a lin-

ear filter with a Gaussian transfer function.

The receiver waveforms x(t) and y(t) are shown in Fig.
D.6; x(t) is the PN output waveform and y(t) is the split-
gate output waveform. The waveform r(t) of the received se-
quence is the result of passing x(t) through a linear filter

with impulse response hBP(t); that is,

r(t) = x(t)*hBP(t) . (D.17)
where

o (t) = — ot /b (D.18)

BP 2\/%

The transform of h(t) is given by
_ _-ow
HBP(w) e (D.19)

The parameter a may be expressed in terms of the transfer

function's 3 dB point:

logEZ
== (D.20)

s
2wy qp
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Substituting the transfer function of (D.19) into Eq. (D.17)
it is readily found that

r(t) = < [erfc (t l/2) - erfe (t+1/2)] (D.21)
o 2/a

where the complementary error function is defined by

erfc x = 1 = erf (x) (D.22)
where
erf (x) = = 'rx o a (D.23)
JT o
and
erf (-x) = -erf (x) (D.24)

The desired correlation functions are given by

x(t)*r(t) (D.25)

R(t)

and

S(t) y(t)*r(t) (D.26)

Both of these may be evaluated by substituting the appropriate

waveforms and carrying out the indicated convolution. The

laborious details will not be presented; the results are:
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t=-1

R(t) = t erfc ( t_) - (tal) erfe (—=)
2/ 2/
t+1 t+1 -t2/4a -(t-1)2/4a “(t+1)2/4a
- (—2-—) erfe (—) - E [2e -e -e ]
2/o
(D.27)
S(6) = (t41/2) erfe 2y _ (e-1/2) erfe (E2LL2)
YNL 2Ja
¢ & erfe &L - G erfe
/o 2/a

ﬁ% g (EHLI2) 2 ey - (6-1/2) oy = (1) P flbar_ = (£41) % ey

(D.28)

(These results are plotted in Figs. D.7 and D.8.)

In order to apply the Newton-Raphson technique to solving
the simultaneous loop equations, expressions for the deriva-
tives of these functions will be required. These are readily

obtained by differentiating; the results are

R'(t) = erfe (—E:) - % erfc (E:%) - % erfe (Ei%)
2/a 2/ 2/a
(D.29)
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and

t+1/2 - =
_i) - erfc (t_liz)+ % erfc ('[%) - L erse (;]_'_)

S'(t) = erfe (
2/a 2/ 2/ : 2/o

(D.30)

In the analysis of additive noise performance another
function appeared which depends on the receiver bandpass filter-

ing. We calculate this function which is defined as
_ : , 2
U= Sy(f) ® \HBP(f)l |f=0 (D.31)

where Sy(f) is the power spectrum of the split-gate waveform
y(t) and @ denotes convolution. It will be convenient to pro-

ceed from the alternate form

(=]

U= L' Ry(r)(hBP(f) @hBP(-r)) dr (D.32)

The autocorrelation Ry(T) is shown in Fig. D.9a; since hBP(T)
is Gaussian, its self-convolution is Gaussian with twice the
variance:
1 -t2/8a

e

h o (T)#ho o (1) = —— (D.33)
BP BP 270

The integral of Eq. (D.32) may now be carried out, giving
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1

U=1- 2 erfc (—) + erfc (—)
420 2/ 20
- jZi_n (3 - e~ 1320 4 ~1/8a, (D.34)

The value of U decreases as the bandwidth of the filter de-

creases, as may be seen from Fig. D.9b.
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Appendix E

EFFECT OF GROUP DELAY TRACKING ERROR
ON PLAYBACK CHANNEL SIMULATION *

E.1 Introduction

Playback channel simulation involves the measurement of
the time variant transfer function of a communication channel
for a limited time and bandwidth followed by a laboratory
regeneration or playback of the previously measured transfer
function. When there is relative movement between the ter-
minals of the measured channel a time-varying group delay is
produced. Provision must be made to accommodate this group
delay variation in the playback and channel probing equipment.
One may identify an active and a passive method of accommoda-
tion. In the passive case the equipment is designed as if
the multipath spread were equal to the sum of the actual
multipath spread plus the maximum variation in group delay.

In the active case the equipment is designed for the correct
multipath spread but compensating time-varying delays are
introduced to effectively remove the time-varying group delay
from the played back channel. 1In this appendix we investigate
the effect of a group delay tracking error on playback channel

simulation.

E.2 Channel Modeling With Time-Variable Group Delay

The channel is assumed to consist of a direct path plus
reflections from a number of surrounding objects. Since the
path delay associated with any reflection is always less than
the direct transmitter-receiver path delay, one may express
%#The material in this appendix was generated by P. Bello under

Contract DOT-TSC-84. It is included here because of its

general unavailability and its importance in the design of
the prober. Ee1



the delay of each reflected signal as the sum of the direct
path delay and a positive delay. Then the channel may be
expressed conveniently as the cascade of two channels (or
mathematical operations), a channel providing a pure time-
variable delay equal to the direct path delay, and a hypothe-
tical channel whose direct path has zero delay. If Td(t)
denotes the time-variant delay associated with the direct
path, then the corresponding pure-delay channel has a (low-
pass equivalent) time-variant transfer function

-jZWde(t) -j2wf07d(t)
Hd(f,t) = e e (E.1)

where f0 is the carrier frequency. The second exponential
factor corresponds to the time-variant Doppler shift that
would be observed on the direct path. The time-variant
impulse response associated with the direct path channel is

the Fourier transform

I

h(t,€) [ Hd(f,t)e'jz"fg df

or (E.2)

=j2nf 7 . (t)
4 s - r o))

hy ()

where 6(.) is the unit impulse function.

The second component channel with zero direct path delay
is defined to have time-variant transfer function Ho(f,t)
and time-variant impulse response ho(t,g). With these defini-
tions the actual channel time-variant impulse response is

represented by the convolutions (on ¢)
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h(t,€) = hy(t,£) @ hy(t,¢)

—j2ﬂf07d(t)
6(t - 'rd(t))e ®h0(t,g)

(E.3)

E.3 Prober System Modeling

Figure E.l1 provides a block diagram of the basic (complex-
equivalent) operations of the prober system including the
propagation channel (but not the additive noise which is not
pertinent to the present discussion). The functions hT(-),
hR(-) are the (complex-equivalent) impulse responses of the
filtering operations in the transmitter and receiver, respec-
tively. The complex envelope of the probing signal is z(t).
We denote the correlation operation of the receiver to produce
the k'th tap output as a multiplication of the receiver output
by z*(t-Tr(t)-kAQ followed by low-pass filtering. The time-
variant delay Tr(t) should equal Td(t) if the tracking or

compensation is perfect.

Some simplification in the representation of the opera-
tion in Fig. E.l1 is possible because the rate of variation of
both the direct path delay Td(t) and the fading associated
with Doppler shifts in the channel are negligible in a time
interval of the order of the time constants of the transmitter
and receiver filters and the multipath spread of the channel.
Then one may conveniently lump the transmitter and receiver
filters together and shift the direct path time-variant Doppler
shift so that the prober signal processing operations appear
as in Fig. E.2 where e(f) is an equivalent filter combining

the effects of the transmitter and receiver filters,
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e(t) = h (£) ® hy (&) (E.4)

We further combine the "external" filter e(¢) with the channel
ho(taﬁ), by defining

g(t,£) = hy(t,8) @ e(&) (E.5)

Then the prober output prior to correlation processing may

be expressed as

w(t) = [ z(t-g-7,(t))g(t,£) de (E.6)

After multiplication by the prober reference waveform, the

result is
p(e) = [ z*(t-kamr _(£))z(t-g-r,(t)g(t,£) d¢  (E.7)

The probing signal is periodic with period T. Thus
z*(t-rl)z(t-rz) may be shown to be periodic with period T
with the Fourier series expansion

n

j211':i:t
* - - =
z*(t Tl)z(t 72) = Cne (E.8)
where the Fourier coefficient is given by
. n
-j2mr o T
= U | T'1

Cn = X(Tl Tos T)e (E.9)

and
1 T -y
X(£,0) = 5 [ z¥(t)z(t+e)e I °™E gt (E.10)
0
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is the periodic complex ambiguity function of the probing

signal.

Using (E.8) - (E.10) in (E.7) with

Ty = kA + Tr(t) (E.11)
T, = £ ¥ Td(t) (E.12)
d(t) = 7(t) - Td(t) (E.13)

we find that p(t) may be expressed as a sequence of time

functions which for d(t) = 0 occupy different zonal bands,

o j2mg (e-kaeT (6)) n
u(t,kad)= T e [ X(ea-g + d(r), Pelt,€) d&

n=-o

(E.14)

The n=0 term is the desired term and the other terms
are cross talk or self noise. We shall develop conditions
under which the self noise at the low pass filter output is

negligible. However first consider the n=0 term,

uo(t,ka) = [ X(ka-g + d(t),0)g(t,€) dE
= [ R(kA+ d(t) - £)g(t,g) d&  (E.15)
where
1 T
R(E) =3 [ z%(t)z (£ +£) dE (E.16)
0
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is the auto correlation function of the periodic probing sig-
nal. Since the integral (E.15) is a convolution on ¢ it may

be expressed in the frequency domain as
ho(tka) = [ B(E)C(E,0)ed 2TEER 2T 4 (g .17)

The output of the low pass filter is given by
=+
B(t,kA) = T g (k) (E.18)

n==owo

where

g (t,ka) = p_(t,kA) @ hy (£) (E.19)

and

. . n
—JZWfOTd(t)eJZW T (t-kArTr(t))

pn(t,k&) e

[ XA+ a) - &, Palt,e) de
(E.20)

Consider now the case n=0.

By (t,ka) = g (t,ka) @ hy(£)

J P(f){Gl(f,t)ejZHfd(t) ® hL(t)}ejz"ka -

(E.21)

where we have let exp [-j2wf07d(t)] be absorbed in G(f,t),
i.e.,
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Gl(f,t) = G(f,t) exp [-j2wf07d(t)] (E.22)

The low pass filter passband has been chosen wide enough
to accommodate the Doppler spreads and shifts of the channel.

As a consequence
Gl(f,t) ®hL(t) = Gl(f,t) (E.23)

The presence of the factor exp [j2mfd(t)] in (E.20) prevents
our making use of (E.23). In determining the effect of this

exponential factor we must consider two cases

1. continuous delay tracking

2. discrete delay tracking.

For continuous delay tracking not only Td(t) but also
Tr(t) will be smooth slowly varying functions which have an
essentially linear variation over intervals of time much
longer than the time constant of hL(t). This means that d(t)
produces a slowly time varying extremely small frequency shift
on G(f,t) which is completely passed through the low pass

filter, i.e.,

e_121rfd(t) ej211fd(t)

Gy (£,t) @ by (£) ~ Gy (£,t)

; continuous delay tracking

(E.24)

and

éo(t,kA) = po(t,kA) ; continuous delay tracking
(E.25)
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In the case of discrete delay tracking a digital imple-
mentation attempts to vary Tr(t) with small steps to approxi-
mate the smooth variation of Td(t). Then d(t) will contain
jumps at the steps in Tr(t). Note, however, that the time
between jumps will be extremely large compared to the time
constant of hL(t), and thus, except for the very small time
intervals during which transient responses due to phase jumps
in exp [j2mfd(t)] occur, Eq. (E.24) will still be valid. One
may readily compute the effects of these jumps on @O(t,kA),
but for the purpose of bounding the size of the error intro-
duced in the played back channel, what is most important is
the size of the change in phase of exp [j27fd(t)] rather than
the time for the change to take place, since the phase error
lasts for a much longer time than the transient intervals.

The low pass filter can be designed to assure a smooth transi-
tion without significant overshoot as the phase of exp [j2nfd(t)]
jumps. To simplify our subsequent analysis we shall let the
phase transition occur abruptly and ignore the smooth transi-
tion caused by the low pass filter. Thus, whether for con-

tinuous or discrete delay tracking we shall use
gy (t, kD) = py(t,kp) (E.26)

in our error analysis.

We now consider the self noise terms. The typical self
noise term is the time function un(t,kAQ filtered by the low
pass filter hL(t). As in the n=0 case, we must separately

consider the continuous and discrete delay tracking cases.
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When d(t) = 0, pn(t,kﬂo will be a narrow-band process cen-
tered near the frequency n/T Hz. Its spectral width will be
determined by the Doppler spread of the channel and its
spectral location relative to n/T Hz will be determined by
the Doppler shifts of the channel. Since these are known
and since T was chosen so that there would be plenty of empty
spectrum between un(t,kA) and um(t,kA), m#n, the low pass
filter is readily designed to pass uo(t,kA) and completely
reject un(t,kao = n#0, when d(t) = 0. When d(t) # 0 but con-
tinuous tracking is used the bandwidth occupancy of the
function un(t,kA) is not changed significantly from the case

d(t) = 0. The low pass filter will then reject un(t,kA).

In the case of discrete delay tracking the function
un(t,kA) differs in character from the case of continuous
delay tracking only in the transient interval following the
delay jump. This transient interval is of the order of the
duration of the impulse response of the low pass filter.
Outside the delay-jump transient interval pn(t,kA) will be
completely rejected by the low pass filter. As discussed
before the time interval between jumps is orders of magnitude
greater than the time constant of hL(t). Thus the vast
majority of time the self noise will be suppressed. Let us

bound the self noise occuring during the transient intervals.

The effect of the delay jump is to cause a sudden change
in the complex amplitude of un(t,kAD. The size of this change
will depend upon the amount of delay jump. It is not dif-
ficult to see that the effect of a sudden change Yn in the
complex amplitude of pn(t,kﬁo upon the output of the low pass

filter may be estimated as the output of the low pass filter
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produced by an input Y, €XP [j2rm % t] U(t), where U(t) is the
unit step function. Approximating the spectrum of this input
around £=0 by a constant over the passband of hL(t), this

response becomes

3ty
p(t) = 2o/ T h, (t) (E.27)

We had previously normalized HL(f) to have unit amplitude at

f=0, so that the area under hL(t) is unity. The peak value

of hL(t) will then be of the order of the reciprocal time

duration of hL(t) or the order of the ?indwidth of hL(t).

For a Gaussian shaped filter with an e = banewidth B (where

the transfer function drops to e-1 of the zero frequency value),

the peak value of hL(t) is B/27. Thus

1 BT

|peak transient| ~ |yn\ =
N2m

(E.28)

We now relate the size of Y, to the size of the delay
jump. First we note that Yy the jump in un(t,kA), is caused
primarily by the change of d(t) in the integral of (E.20),
since it may be shown that the product 27 % Tr(t) in the expon-
ential factor will cause a negligible phase jump for the size
of delay jumps in Tr(t) that are anticipated (i.e., delay

jumps of a small fraction of A).

The integral in (E.20) will be expressed in an alternate
form to facilitate the analysis. By using (E.5) in (E.20)
one may show that the integral in question can be expressed

in the form
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I=[Y(ka+d(e) - & Dhy(t,8) dg (E.29)

where ho(t,g) is the propagation medium impulse response and
Y(£,v) is the ambiguity function of a probing signal equal to
the convolution of the original probing signal with the exter-
nal filter impulse response e(t). Let us assume d(t) jumps
from the value d1 to dl + olA, where ¢ is smaller than one.

We may expand Y(+) in a Taylor series

n } n
Y®A+d1+aA-g,f)==Y&A+d1-g,fo

o u n
+ob P Y(atd - £, D+ .

(E.30)
It follows that for small ¢,
0 n
7yl = ablf 35 Y(ka+d, - £, Phy(E,8) di] (E.31)

Note that y_ is a random variable because h,(t,f) is a random
n 0

process. The strength of Vs is given by

rgl? = o®a% [ & vrkata -6, B L vkard; -n, B
hi(t,£)hy(t,n) dg dn (E.32)
Since the channel is assumed WSSUS,
By (e, )b (€,m) = QE)6(n-£) (E.33)
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we find that

2 < oA max [ vkatd; -6 DY) a

17,
3

(E.34)

If the external filter produces only mild filtering of
the probing signal, which is true in the present design, the
ambiguity function Y(£,v) will not differ significantly from

X(g,v). From the properties of X(§,v) it may be deduced that

2 4
Max |- X(e,0)|° < —5 (E.35)
¢ 0f nAZ

where N is the number of pulses in one period of the pseudo-
random sequence. Thus (after normalizing the external fil-
ter to unity gain at midband) we bound

2

ly_|

L= B bo” % fQce) dg (E.36)

Using (E.28) the strengths of the peak transient due to

the self noise component at n/T Hz is bounded by

2 a2 B2T2
|peak transient|” < o o I Q(g) dg (E.37)
n N

There appears sufficient uncorrelatedness in the % for dif-
ferent n to allow a summation of powers over n to compute the

total bounding peak transient. Noting that

1 wz
iim S (E.38)
n

I 8

n=1
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we see that

2.2
T2 [aw a

= R 2
PSelf = |total peak transient|” <

(E.39)

The strength of the desired signal at the k'th tap

output is

Sk = M ka) (E.40)

which leads to a signal to peak transient self noise bound
of

Pocls " T >r " g7 AL (EEBL)
self o BT [ Q(g) de
For uniformly distributed multipath over L seconds
6, _N_ A
Psels Z 2,2.2 L (E.42)
oa BT

We return now to a determination of the effect of delay
jumps upon the output of the played-back channel. 1In this
determination we assume that the self-noise has been reduced
to an acceptable level by utilizing a sufficiently small
value of o. The primary effect of the delay jump is then on
the filtered tap output éo(t,kﬁo. For reconstruction of the
channel éo(t,kﬁb is used as the k'th complex gain on a tapped
delay line. With an input s(t) having spectrum S(f) con-
fined to a bandwidth over which the channel playback and
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probing equipment has flat response, the playback channel
output w(t) is given by (see Eqs. (E.21), (E.22), and (E.25))

=

w(e) = [ ()G, (£,0)ed 2TEABII2NEE g (g 43

Nl=

where W is the bandwidth of the input. For
mwd(t) << 1 (E.44)

the exponential in (E.43) may be expanded in a Taylor series

and the series integrated term by term to yield
w(t) = so(t) + d(t)so(t) o mw (E.45)

The strength of the first term relative to the second is

given by

1
P17 222 (E.46)
3 o AW

for a rectangular input spectrum and a delay jump of aA.
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Appendix F

EFFECT OF TAP CORRELATOR GAIN AND
PHASE INSERTION ON STORED CHANNEL FIDELITY

F.1 Introduction

The measurement of a channel with the correlation tech-
nique involves the measurement of a sampled, complex, low-
pass equivalent impulse response. We are concerned in this
appendix with the effect of differential phase and gain inser-
tions introduced by the set of correlators which attempt to
sample the impulse response in time delay. These differential
phase shifts and gains will cause érrors in the transfer func-

tion of the stored channel techniques.

F.2 Analysis

We consider first the case of insertion phase errors and

then proceed by analogy to the case of insertion gain.

The sampled impulse response of the channel can be ex-

pressed in the form

K

g(ty,g) = I gk(t)é(g-kA) (F.1)
k=1

The effect of phase errors causes the measured impulse

response to take the form

~

36,
h(e,€) = T g()e 0(skn) (F.2)
k=

Since only phase insertion differences are of importance we

express the phase errors in the form
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6, = 8y -Ek (F.3)

where ék is the phase insertion of the k'th correlator and

E£ is the average phase shift of the set of phase insertions.

Defining the transfer functions

G(f,t) = T g (t)e I 2THAE (F.4)
H(E,t) = g (t)elOke I 27KAE (F.5)
the error in the transfer function is
E(f,t) = H(f,t) - G(f,t)
= T g (0) (1% - 1) I2MkAE (F.6)

For small phase insertion difference this becomes

K

E(f’t) ~ T ekgk(t)e-jZﬂkAf
1

(F.7)

If we assume that the channel gains are independent
with strengths

|8k|2 = cﬁ (F.8)

then the mean squared value of the transfer function error

becomes

6262 (F.9)

2
|ECE,£) | = k™ k
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which is independent of frequency. The average channel gain
at any frequency is

K
6(£,6)|% = 5 o2 (F.10)
1

Thus if the mean squared value of the transfer function
error is normalized to the mean squared value of the true

transfer function we obtain the normalized error

K
2 2
f chk
B = (F.11)
K
2
= Gk
1
If the delay power spectrum is uniform, i.e.,
2 2
o =0 (F.12)
then the normalized error becomes
K
Ak 8 4 712

which is a finite sample estimate of the variance of the
phase insertion error difference. For large K this estimate
will be close to the true variance, i.e.,

n

e ~ (15-3)2 Ué (F.14)



The cross correlation between the error transfer function

and the correct transfer function is

2

Ex(f,t)G(f,t) = J T oy

1

6 (F.15)

k

and for equal strength paths the magnitude of the normalized

correlation coefficient is

|E*(£,£)G(£,t) |

.
Jiece, 012 16,012

12 8|

f 2
N Z 6,

Thus the error transfer function is essentially uncorrelated

— 0 for large N (F.16)

with the desired transfer function.

The analysis of the effect of differential insertion gain
errors is entirely analogous because the impulse response with

differential gain error may be expressed in the form
K
h(t,£) = T g (£)r 8k - ko) (F.17)
k=1 '

and the error in the played back transfer function by

K
E(E,0) = T g (B (- D)

, -j2mkAf
e
k=1

(r.18)
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Since common tap gain changes are irrelevant we set
T = 8 = s+ 1 (F.19)
which EL is the average tap gain and define

B = 1= €1 (F.20)

as the differential gain error.
Thus
K

E(f,t) = T e¢,.8 (t)e
k=1 k=k

=j2mkaf (F.21)

The mathematical form of (F.21) is identical to that of (F.7).
Thus we may immediately express the normalized mean squared

error in reproduction of the transfer function as

2
k=] KK ‘
e = (F.22)
K
2
z Ok
1
For a uniform delay power spectrum
K
= 1 2 2
e =z f e ~ 0, (F.23)

Also, by analogy, the error in the reproduced transfer

function will be uncorrelated with the desired transfer function.
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Appendix G
SCATTERING FUNCTION FOR GENERAL VELOCITY VECTOR

The scattering function for a general velocity vector is

most easily derived by defining new variables

cos ® +y sin @ (G.1)

w|x

r=-%sin¢+yc05¢ (G.2)

where 8 = sin 6 and

I

v
— = tan & (G.3)
Vg

In terms of these new variables the normalized delay and

Doppler shift variables are

5 = -52- £2 + 2] (G.4)

2 2
= ’ +
w=8 vy Vo t (G.5)

Using the random variable interpretation of x,y as zero mean
unit variance Gaussian variables, t and r become zero mean

correlated variables with joint density function

2 2
1 1 t 2prt
Wl(t,r) = exp {- — . (—2— + % - ;,c%
ZTTUtUrJl-pZ 2Q1-p7) o o, =¥
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where

9 vg/s2 + V2
o, = 5 5 (G.7)
v, +tuv
2]
9 V2/82 + vg
=¥ 8
o, = 5 5 (G.8)
v t+ v
y 6
-COSZG vvug
p = (G.9)

2 2 2 2 2 2
+ +
J(v6 S vy)(vy S Vg

The Jacobian of the transformation between 6,w and t,r

is quickly found to be

J(6,w) = G(.10)

2

S (v + vg)

Note that for each w,0 there are two pairs of values t,r

26 2
a8 . =4 28 W (G.11)
215 "R ot
vy I/'B
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Tt follows that the scattering function

2
2

50(8,0) = 3(8,) {iy( : B3

s Ju2 + 2 /vy +vg)

)
w 26 w2
+ iy = e Es, ) @
S (v + Vo uY Yo

where J(6,w) is given by (G.10) and Wl(t,r) is given by (G.6)
with the parameters (G.7) - (G.9).
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Appendix H
REPORT OF INVENTIONS

After a diligent review of the work performed under this
contract, no new innovation, discovery, improvement oY inven-

tion was made.
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